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Working within the Tamm-Dancoff approximation, we calculate the derivative couplings between time-dependent density-functional theory excited states by assuming that the Kohn-Sham superposition of singly excited determinants represents a true electronic wavefunction. All Pulay terms are included in our derivative coupling expression. The reasonability of our approach can be established by noting that, for closely separated electronic states in the infinite basis limit, our final expression agrees exactly with the Chernyak-Mukamel expression (with transition densities from response theory). Finally, we also validate our approach empirically by analyzing the behavior of the derivative couplings around the T1/T2 conical intersection of benzaldehyde. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4887256]

I. INTRODUCTION

A. Derivative couplings: Essential matrix elements for modeling nonadiabatic processes

Within the Born-Oppenheimer (BO) approximation,1,2 one attempts to separate electronic and nuclear motion by diagonalizing the electronic Hamiltonian and generating adiabatic electronic states which are (hopefully) minimally coupled. Nevertheless, the BO approximation often breaks down,3–5 and nonadiabatic dynamical transitions between different electronic states—including charge transfer, electronic quenching, and spin-forbidden reactions6—are ubiquitous in chemistry.3,4 When the BO approximation fails, the adiabatic electronic states are coupled together (to first order) by the so-called derivative couplings ⟨Ψj|∇R|Ψj⟩, which promote electronic transitions as mediated by the motion of a given nucleus Q.7,8 Applying the logic of the Hellmann-Feynman theorem, one can always express the derivative coupling as

\[ d_{ij}(R) = \frac{\langle \Psi_j | \nabla_R | \Psi_j \rangle}{E_j - E_i}. \]

Calculating derivative couplings is absolutely essential for modeling nonadiabatic processes.

B. Previous computational studies and motivation

Theoretical studies of derivative couplings date back to the early work of Lengsfield and Yarkony.9–11 Originally, these authors focused on multi-reference configuration-interaction (MR-CI) wavefunction theory and developed the necessary computational formalism.8,13,14 MR-CI is an especially attractive theory because it generates ground and excited states in a balanced framework, which cannot be obtained by single-reference methods15,16 (though see Ref. 17). Thus, one can study electronic relaxation from an excited state to the ground state via MR-CI. Today, analytic gradients and derivative couplings are readily available for MR-CI calculations,18–23 and many MR-CI applications have been conducted.14,24–28 However, the large computational cost is one of the unavoidable downsides of using MR-CI, and as a result, calculations are limited to relatively small systems (or at least to systems with small active spaces).29–31

Because of the large cost of MR-CI, many modern studies have focused on single-reference approaches which can evaluate excited states and derivative couplings in a more affordable way,32–39 although almost certainly with less accuracy. In particular, several decades after the formulation of the Runge-Gross theorem,40 time-dependent density functional theory (TDDFT) appears to be the current method of choice for modeling electronic relaxation in photoexcited organics.41–43 (DFT orbitals have been shown to resemble Dyson orbitals.44) Unfortunately, calculating derivative couplings is complicated for TDDFT because the Kohn-Sham wavefunction is not a true wavefunction. To circumvent this obstacle, the Chernyak-Mukamel approach is to notice that, for an exactly stationary state, the derivative coupling can be expressed as a function of the transition density (ρIJ) between two states and their relative energy gap32,45,46 (with detailed discussion given in Appendix C),

\[ d_{IJ}^{CM} = \frac{1}{E_j - E_i} \sum_{pq} v_{pq}^{[s]} v_{pq}^{[t]} \rho_{IJ}. \]

Furthermore, a meaningful transition density can be computed from linear response TDDFT,37 and Send and Furche48,49 have already used this fact to calculate exact TDDFT derivative couplings from ground to excited state.

Recently, Tavernelli et al.50–56 have derived expressions for the derivative couplings between TDDFT excited states
that partially reduce to the Chernyak-Mukamel expression in the limit of excited state wavefunctions that exactly solve the Schrödinger equation, as have Hu et al.\textsuperscript{37–39} (Ref. 38 including the Pulay terms\textsuperscript{36}). Derivative couplings between TDDFT excited states are likely more meaningful than those between ground state and excited state because, in the former case, one recovers the correct dimensionality of a conical intersection branching plane, whereas this is not always true in the latter case.\textsuperscript{35,16} Nevertheless, for the Tamm-Dancoff approximation (TDA) states, the Tavernelli formalism constructs a derivative coupling by differentiating only the Kohn-Sham Fock matrix and omits the full coupling that is induced by the second derivative of the exchange-correlation (xc) functionals. Thus, for example, whereas the third derivative of the xc functional appears in TDA analytic gradient theory,\textsuperscript{51} it is not presented in the Tavernelli formalism for the derivative coupling. As such, the Tavernelli formalism cannot exactly agree with the Chernyak-Mukamel expression.\textsuperscript{84}

Following up on our earlier work on CIS derivative couplings,\textsuperscript{50} the goal of this article is to reexamine the derivative couplings between TDDFT excited states (including all Pulay and response terms) by using the simplest possible approach: direct differentiation. More specifically, we will treat the TDDFT/TDA Kohn-Sham wavefunction as if it were a true electronic wavefunction and, through direct differentiation, we will derive an analytical expression for the derivative couplings between two Tamm-Dancoff TDDFT states. Our rationality is as follows: even though the Kohn-Sham linear-response wavefunction is not rigorously meaningful, the true derivative couplings between TDA excited states must obey certain conditions around a conical intersection. For instance, (i) the derivative coupling should be orthogonal to the difference gradient in properly scaled coordinates; (ii) it should diverge at a conical intersection; (iii) its integral should be $\pi$ for a loop encircling the conical intersection. For all of these reasons, it is not unreasonable to consider a derivative coupling $d_{ij}$ from direct differentiation where the behavior around a conical intersection is guaranteed to be correct (and the formal expression can be easily transformed to the energy gradient when $l = J$). Moreover, we will show in Appendix C that, near a conical intersection, our computed derivative couplings match the exact derivative coupling expression in Eq. (2) with the transition density calculated according to response theory (in the limit of an infinite basis).

C. Outline

An outline of this article is as follows: all of our theory will be presented in Sec. II. Our analytical expressions will be a little messy because, as is common for molecular systems, we will work in a basis of atomic orbitals (AOs) – and by including all Pulay terms, we will quantitatively investigate the effect of the basis set on the final answer. In Sec. III, we show that our results match finite-difference data for lithium hydride using three different xc functionals (B3LYP, B97, and B97X). In Sec. IV, we will apply our new formalism to the $T_1/T_2$ conical intersection of benzaldehyde, which shows the substantial effects of Pulay terms, response terms, and second derivative of the xc functionals. In Sec. V, we conclude. In Appendix C, a comparison of our approach with the Chernyak-Mukamel formula is given.

D. Notation

Here, we summarize the notation in this work as follows: spin molecular orbitals (MO) are denoted by lowercase latin letters ($a, b, c, d$ for virtual orbitals, $i, j, k, l$ for occupied orbitals, $p, q, r, s, w$ for arbitrary orbitals). AOs are denoted by Greek letters ($\alpha, \beta, \gamma, \delta, \lambda, \sigma, \mu, \nu$). The TDA excited states are denoted by $\Psi$ (with uppercase latin indices $I, J$).

II. ANALYTIC DERIVATION FOR TDDFT/TDA DERIVATIVE COUPLINGS

A. Single-reference excited states within the Tamm-Dancoff approximation

The derivation of TDDFT/TDA derivative couplings presented here will parallel the derivation given in Ref. 52 for CIS derivative couplings. TDDFT/TDA Kohn-Sham eigenstates have the form

$$|\Psi_I\rangle = \sum_{ia} t_{ia}^a |\Phi_i^a\rangle$$

$$= \sum_{ia} t_{ia}^a a_i^a |\Phi_{DFT}\rangle.$$  \hspace{1cm} (3)

TDDFT/TDA states are linear combinations of singly excited determinants $|\Phi_{DFT}\rangle$, which differ from the DFT ground state determinant $|\Phi_{DFT}\rangle^0$ by the replacement of a spin orbital from the occupied subspace (of size $O$) with a spin orbital from the virtual subspace (of size $V$). The procedure for determining the TDDFT/TDA amplitudes ($t_{ij}^a$) requires diagonalizing the Kohn-Sham linear-response tensor $A$,

$$A_{iajb} = \langle \Phi_i^a | \Omega_{KS} | \Phi_j^b\rangle,$$  \hspace{1cm} (4)

that appears in the eigenvalue equation

$$A T = E_{TDDFT} T,$$  \hspace{1cm} (5)

where $T$ is the tensor of amplitudes for all states. The resulting TDDFT/TDA energy is given by $\sum_{ja} t_{ja}^a A_{iajb} t_{jb}^b = E_{TDDFT}$.

The Kohn-Sham operator $\Omega_{KS}$ can be written in second-quantized and antisymmetrized form (with physicists notation for the two-electron-integrals\textsuperscript{53})

$$\Omega_{KS} = \sum_{pq} F_{pq} a_i^+ a_j^+ a_j a_i$$

$$+ \sum_{cdkl} \Omega_{klcd} |a_i^+ a_j^+ a_k a_l| + \Omega_{cdkl} |a_i^+ a_j a_k a_l| + a_i^+ a_k a_j a_l|.$$ \hspace{1cm} (6)

where $F_{pq}$ is the Fock matrix, and $\Omega_{pqsr}$ is the two-electron effective operator in DFT,

$$F_{pq} = \hbar_{pq} + \sum_m \Pi_{pmqm},$$  \hspace{1cm} (7)

$$\Omega_{pqsr} = \Pi_{pqsr} + \omega_{pqsr}.$$  \hspace{1cm} (8)

These equations are of the form $A T = E_{TDDFT} T$, where $T$ is the tensor of amplitudes for all states. The resulting TDDFT/TDA energy is given by $\sum_{ja} t_{ja}^a A_{iajb} t_{jb}^b = E_{TDDFT}$.

The Kohn-Sham operator $\Omega_{KS}$ can be written in second-quantized and antisymmetrized form (with physicists notation for the two-electron-integrals\textsuperscript{53})

$$\Omega_{KS} = \sum_{pq} F_{pq} a_i^+ a_j^+ a_j a_i$$

$$+ \sum_{cdkl} \Omega_{klcd} |a_i^+ a_j^+ a_k a_l| + \Omega_{cdkl} |a_i^+ a_j a_k a_l| + a_i^+ a_k a_j a_l|.$$ \hspace{1cm} (6)

where $F_{pq}$ is the Fock matrix, and $\Omega_{pqsr}$ is the two-electron effective operator in DFT,

$$F_{pq} = \hbar_{pq} + \sum_m \Pi_{pmqm},$$  \hspace{1cm} (7)

$$\Omega_{pqsr} = \Pi_{pqsr} + \omega_{pqsr}.$$  \hspace{1cm} (8)
The diagonal entries of the Fock matrix $F_{pp} \equiv \varepsilon_p$ are the usual Kohn-Sham orbital energies, if we define $h_{pq}^0$ as the matrix element of the kinetic energy plus the external potential (Eq. (10)) and $g_{pq}$ is the first derivative of the $xc$ functional $f_{xc}$ (Eq. (11)), then the sum of $h_{pq}^0$ and $g_{pq}$ gives the one-electron effective operator $h_{pq}$ (Eq. (12)),

$$ h_{pq}^0 \equiv \langle p|\hat{h}|q\rangle, \quad (10) $$

$$ g_{pq} \equiv \sum_{pq} \int d\mathbf{r} \phi_p(r) \frac{\partial f_{xc}(r)}{\partial \rho(r)} \phi_q(r), \quad (11) $$

$$ h_{pq} \equiv h_{pq}^0 + g_{pq}. \quad (12) $$

$\Pi_{pqsr}$ is the Coulomb term plus whatever fraction of Hartree-Fock exchange is included in the DFT functional ($c_{HF}$ in Eq. (13)), and $\omega_{pqsr}$ is the second derivative of the $xc$ functional (Eq. (14)). The sum of $\Pi_{pqsr}$ and $\omega_{pqsr}$ gives $\Omega_{pqsr}$ (Eq. (9)),

$$ \Omega_{pqsr} \equiv \langle pq|sr\rangle - c_{HF}\langle pq|rs\rangle, \quad (13) $$

$$ \omega_{pqsr} \equiv \langle pq|f''_{xc}|sr\rangle = \sum_{pq} \int d\mathbf{r} \phi_p(r) \phi_q(r) \frac{\partial^2 f_{xc}(r)}{\partial \rho^2(r)} \phi_r(r) \phi_s(r). \quad (14) $$

With the definitions above, $\Omega_{KS}$ can be rewritten as

$$ \Omega_{KS} = \sum_{pq} \left( h_{pq}^0 + g_{pq} + \sum_m \Pi_{pqmn} \right) a^\dagger_m a_q 
\quad + \sum_{cdkl} [(\Pi_{cdkl} + \omega_{cdkl}) a^\dagger_c a^\dagger_d a^\dagger_l a_k 
\quad + (\Pi_{cdkl} + \omega_{cdkl}) (a^\dagger_c a^\dagger_d a^\dagger_l a_k + a^\dagger_c a^\dagger_l a^\dagger_d a_k)]. \quad (15) $$

Note that the $\Omega_{cdkl}$ term in $\Omega_{KS}$ will not contribute to the single-single coupling as stated in TDA. Inserting these expressions into Eq. (5), one has

$$ A_{ijab} = \Omega_{ijab} + \delta_{ij} F_{ab} - \delta_{ab} F_{ij} + \delta_{ij ab} E_{DFT}. \quad (16) $$

**B. The “brute force” expression**

Before we start this section, it is helpful to define several density matrices for future use. These definitions are consistent with those in Ref. 52.

1. The general density matrices

$$ P_{\mu\nu} = \sum_m C_{\mu m} C_{m\nu}, \quad (17) $$

$$ \tilde{P}_{\mu\nu} = \sum_p C_{\mu p} C_{p\nu} = P_{\mu\nu} + \sum_a C_{\mu a} C_{a\nu}. \quad (18) $$

Here, $C$ is the matrix of MO coefficients. Note that we may express the real-space density as $\rho(r) = P_{\mu\nu} \phi_\mu(r) \phi_\nu(r)$.

2. The TDA excitation-amplitude matrix, also called the transition density matrix

$$ R_{\mu\nu} = \sum_{ia} C_{\mu a} t^a_i C_{vi}, \quad (19) $$

3. The generalized difference-density matrix

$$ D_{\mu\nu}^{I\ell} = \sum_{iab} C_{\mu a} t^b_i C_{vb} - \sum_{ijab} C_{\mu a} t^b_i t^a_j C_{vi}. \quad (20) $$

We will now construct derivative couplings by a “brute force” approach. For the Hellmann-Feynman analogue, see Appendix B. The “brute force” expression for the derivative coupling can be obtained by direct differentiation (with a superscript $[x]$ denoting a gradient in the $x$ direction),

$$ \langle \Psi | \psi^{[x]} | \rangle = \sum_{ijab} t^a_i t^b_j t^{a\dagger}_j \phi_i | \phi_j^{[x]} \rangle 
\quad + \sum_{ijab} t^a_i t^b_j t^{a\dagger}_j \phi_i | \phi_j^{[x]} \rangle 
\quad - \sum_{ijab} t^a_i t^b_j O_{R[i]} \quad (24) $$

where we define the “right” spin-orbital derivative overlap,

$$ O_{R[i]} \equiv (p|q^{[x]}). \quad (25) $$

In the MO representation,

$$ O_{R[i]} = (b|i^{[x]). \quad (26) $$

$$ = \left( \sum_\mu C_{\mu b} \langle \mu | \right) \left( \sum_v |v| C_{v[b]}^{[x]} + \sum_v |v^{[x]}| C_{v[i]} \right) \quad (27) $$

$$ = \sum_{\mu v} C_{\mu b} S_{\mu v} C_{v[i]}^{[x]} + \sum_{\mu v} C_{\mu v} S_{\mu v}^{[x]} C_{v[i]}, \quad (28) $$

where the atomic orbital overlap is

$$ S_{\mu v} \equiv (\mu|v). \quad (29) $$

Analogous to the $O_{R[i]}$, we define the right derivative of the overlap as follows:

$$ S_{R[i]}^{[x]} \equiv (\mu^{[x]}|v) + (\mu|v^{[x]}). \quad (30) $$

$$ \equiv S_{[i]}^{[x]} + S_{[R]}^{[x]} \quad (31) $$

At this point, we need to calculate the tensor $A$ and its derivatives. Formally, from Eq. (16),

$$ A_{ijab}^{[x]} = \Omega_{ijab}^{[x]} + \delta_{ij} F_{ab} - \delta_{ab} F_{ij} + \delta_{ij ab} E_{DFT}. \quad (32) $$
Here, all derivative terms are important except for $E_{\text{DFT}}^{[\pi]}$, which cannot contribute to the final expression by orthogonality of TDDFT/TDA excited states. The following expression is then obtained by plugging Eq. (32) into Eq. (24):

$$\langle \Psi | | \Psi^{[\pi]} | \rangle = \frac{1}{E_j - E_I} \sum_{i,j} t_{ij}^{\pi} t_{ij}^{\pi} \Omega^{[\pi]}_{ij}$$

$$+ \sum_{i,j} t_{ij}^{\pi} I_{ab} \left( \frac{1}{E_j - E_I} F^{[\pi]}_{ab} - O^{[\pi]}_{ab} \right)$$

$$- \sum_{i,j} t_{ij}^{\pi} J_{ab} \left( \frac{1}{E_j - E_I} F^{[\pi]}_{ij} + O^{[\pi]}_{ij} \right). \quad (33)$$

Finally, we now use the formal derivations in Ref. 52 to acquire the expressions for $F^{[\pi]}$, $\Omega^{[\pi]}$, and $O^{[\pi]}$. Expanding these terms in our expression for $A^{[\pi]}_{\mu \nu}$, we find a long and complicated coupling expression.

$$\langle \Psi | | \Psi^{[\pi]} | \rangle = \frac{1}{E_j - E_I} \sum_{i,j} t_{ij}^{\pi} t_{ij}^{\pi} \left\{ \sum_{\mu \nu \lambda \sigma} C_{\mu \nu} C_{\lambda \sigma} \Omega^{[\pi]}_{\mu \nu} \Omega^{[\pi]}_{\lambda \sigma} \right\}$$

$$- \frac{1}{2} \sum_{\mu \nu \lambda \sigma} C_{\mu \nu} \left[ \sum_{\alpha \beta} \Omega^{[\pi]}_{\alpha \beta} \right]$$

$$+ \sum_{i,j} t_{ij}^{\pi} I_{ab} \left( \frac{1}{E_j - E_I} F^{[\pi]}_{ab} - O^{[\pi]}_{ab} \right)$$

$$- \sum_{i,j} t_{ij}^{\pi} J_{ab} \left( \frac{1}{E_j - E_I} F^{[\pi]}_{ij} + O^{[\pi]}_{ij} \right). \quad (34)$$

where $S^{[\pi]}_{ab}$ is defined as $S^{[\pi]}_{ab} = \partial S^{[\pi]}_{ab} / \partial \rho_{\mu \nu}$. Henceforward, all terms in Eq. (34) with a factor of $S^{[\pi]}$ will be called “Pulay” terms. Note that the orbital rotations between occupied and virtual subspaces ($\Theta_{\alpha \beta}$ and $\Theta_{\mu \nu}$) disappear in Eq. (34) (just as for CIS). Compared with the corresponding CIS expression (Eq. (A21) in Ref. 52), Eq. (34) differs by including the gradient of the first derivative of the xc functional in the derivative of the Fock matrix $F^{[\pi]}$, an extra term in $\Omega^{[\pi]}$ which is the gradient of the second derivative of the xc functional ($\omega^{[\pi]}$), and the fraction of Hartree-Fock exchange term ($c_{\text{He}}$) present in the DFT functional ($\Pi^{[\pi]}$).

### C. Exact TDDFT/TDA derivative couplings: The non-response component

Equation (34) is quite lengthy and, for the most part, the right hand side is almost identical with the corresponding CIS derivative couplings (Eq. (A21) in Ref. 52). Thus, at this juncture, let us focus only on those terms which are unique to the TDDFT expressions. To begin, we need several new definitions. First, note that the gradient of the first derivative of the xc functional $g^{[\pi]}$ can be decomposed in the AO representation as

$$g^{[\pi]}_{\mu \nu} = \tilde{g}^{[\pi]}_{\mu \nu} + g^{[\pi]}_{\lambda \sigma}, \quad (35)$$

where

$$\tilde{g}^{[\pi]}_{\mu \nu} = \int d \theta \phi_{\mu}(r) \frac{\partial f_{\mu \nu}}{\partial \rho}(r) \phi_{\nu}(r)$$

$$+ \int d \theta \frac{\partial f_{\mu \nu}}{\partial \rho}(r) \phi_{\mu}(r) \phi_{\nu}(r)[\omega^{[\pi]}],$$

$$+ \sum_{\lambda \sigma} \int d \theta \phi_{\mu}(r) \phi_{\lambda}(r) \phi_{\nu}(r) \frac{\partial^2 f_{\mu \nu}}{\partial \rho^2}(r) P_{\lambda \sigma}(\phi_{\mu}(r) \phi_{\lambda}(r) \phi_{\nu}(r))^{[\pi]}, \quad (36)$$

$$g^{[\pi]}_{\lambda \sigma} = \sum_{\mu \nu} P_{\lambda \sigma}^{[\pi]} \omega_{\mu \nu \lambda \sigma}. \quad (37)$$

The integral $f^{[\pi]}$ shown in the first term of Eq. (36) represents differentiation with respect to the Becke weights in the quadrature for the exchange-correlation functional. Note that $g^{[\pi]}_{\mu \nu}$ enters in $\tilde{g}^{[\pi]}_{\mu \nu}$, and the total one-electron-integral
derivative for TDDFT can be written as

\[ h^{[x]}_{\mu \nu} = h^{[0]}_{\mu \nu} + g^{Y[x]}_{\mu \nu} \]

\[ = h^{[0]}_{\mu \nu} + g^{[x]}_{\mu \nu} + \frac{\partial}{\partial \rho} \begin{bmatrix} \frac{\partial f_{c}}{\partial \rho} \phi_{\lambda}(r) \end{bmatrix}_{\mu \nu} \]

\[ \equiv h^{[0]}_{\mu \nu} + g^{Y[x]}_{\mu \nu} . \] (38)

Recall that \( h^{[0]}_{\mu \nu} \) is the derivative of the kinetic energy plus the external potential, which is exactly the same as in the CIS expression. We label the sum of \( h^{[0]}_{\mu \nu} \) and \( g^{[x]}_{\mu \nu} \) as \( h^{[x]}_{\mu \nu} \) to denote the non-response part of the one-electron-integral derivative.

Second, analogous definitions can be made for the two-electron-integral derivatives \( \omega^{[x]}_{\mu \nu \lambda \sigma} \),

\[ \omega^{[x]}_{\mu \nu \lambda \sigma} = \omega^{[0]}_{\mu \nu \lambda \sigma} + \omega^{Y[x]}_{\mu \nu \lambda \sigma} \] (39)

where

\[ \phi^{[x]}_{\mu \nu \lambda \sigma} = \int \frac{dr \phi_{\mu}(r) \phi_{\lambda}(r)}{\partial \rho} \frac{\partial^2 f_{c}}{\partial \rho^2} \phi_{\sigma}(r) \]

\[ + \int dr (\phi_{\mu}(r) \phi_{\lambda}(r))^{[x]} \frac{\partial f_{c}}{\partial \rho} \phi_{\sigma}(r) \]

\[ + \int dr \phi_{\mu}(r) \phi_{\lambda}(r) \frac{\partial^3 f_{c}}{\partial \rho^3} \phi_{\sigma}(r) \]

\[ \times P_{\nu \lambda}(\phi_{\mu}(r) \phi_{\lambda}(r))^{[x]} \]

\[ \omega^{Y[x]}_{\mu \nu \lambda \sigma} = \sum_{\gamma \delta} P_{\gamma \delta}^{[Y[x]} \phi^{[Y[x]}_{\mu \nu \lambda \sigma \gamma \delta} \] (40)

and \( \phi^{[Y[x]}_{\mu \nu \lambda \sigma \gamma \delta} \) is the \( xc \) functional third derivative,

\[ \phi^{[Y[x]}_{\mu \nu \lambda \sigma \gamma \delta} \equiv \int dr \phi_{\mu}(r) \phi_{\lambda}(r) \frac{\partial^3 f_{c}}{\partial \rho^3} \phi_{\sigma}(r) \phi_{\gamma}(r) \phi_{\delta}(r) . \] (42)

Thus, the total two-electron-integral derivatives for TDDFT can be written as

\[ \Omega^{[x]}_{\mu \nu \lambda \sigma} = \Pi^{[x]}_{\mu \nu \lambda \sigma} + \omega^{[x]}_{\mu \nu \lambda \sigma} \]

\[ = \Pi^{[0]}_{\mu \nu \lambda \sigma} + \phi^{[x]}_{\mu \nu \lambda \sigma} + \omega^{Y[x]}_{\mu \nu \lambda \sigma} \]

\[ \equiv \omega^{[0]}_{\mu \nu \lambda \sigma} + \omega^{Y[x]}_{\mu \nu \lambda \sigma} . \] (43)

With the definitions made in Sec. II B and the expressions above, Eq. (34) can be rewritten as

\[ \langle \Psi_f | \Psi^{[x]}_f \rangle \]

\[ = \frac{1}{E_f - E_i} \left\{ \sum_{\mu \nu} D^{[f]}_{\mu \nu} (\hat{h}^{[x]}_{\mu \nu} + \delta^{Y[x]}_{\mu \nu}) \right\} \]

\[ + \sum_{\mu \nu \lambda \sigma} \left( R^{\lambda \mu}_{\mu \nu} R^{\lambda \sigma}_{\nu \lambda} (\phi^{[x]}_{\mu \nu \lambda \sigma} + \omega^{Y[x]}_{\mu \nu \lambda \sigma}) \right. \]

\[ + \left. \frac{1}{2} \sum_{a \beta \mu \nu} g^{[x]}_{\mu \nu \lambda \sigma} \tilde{P}_{a \mu \nu} (D^{[f]}_{a \mu \nu} + D^{[f]}_{a \nu \mu}) F_{a \beta} \right\} \]

\[ - \frac{1}{2} \sum_{\mu \nu \alpha \beta \gamma \delta} S^{[x]}_{\mu \nu \lambda \sigma} \tilde{P}_{\mu \nu} (R^{\lambda \mu}_{\nu \lambda} R^{\lambda \sigma}_{\mu \nu} + R^{\lambda \mu}_{\sigma \nu} R^{\lambda \sigma}_{\mu \nu}) \Omega_{\alpha \beta \gamma \delta} \]

\[ - \frac{1}{2} \sum_{\mu \nu \alpha \beta \gamma \delta} S^{[x]}_{\mu \nu \lambda \sigma} \tilde{P}_{\mu \nu} (R^{\lambda \mu}_{\nu \lambda} R^{\lambda \sigma}_{\mu \nu} + R^{\lambda \mu}_{\sigma \nu} R^{\lambda \sigma}_{\mu \nu}) \Omega_{\alpha \beta \gamma \delta} \]

\[ + \frac{1}{2} \sum_{\mu \nu \alpha \beta \gamma \delta} S^{[x]}_{\mu \nu \lambda \sigma} \tilde{P}_{\mu \nu} \left( D^{[f]}_{\alpha \beta} + D^{[f]}_{\beta \alpha} \right) \Omega_{\alpha \beta \gamma \delta} \]

\[ - \sum_{bi} \tilde{Y}_{bi} \left( \theta^{[x]}_{bi} \right) \]

\[ = \sum_{\mu \nu \lambda \sigma \alpha \beta \gamma \delta} \phi^{[Y[x]}_{\mu \nu \lambda \sigma} \left( P_{\mu \nu \lambda \sigma} \Omega_{\alpha \beta \gamma \delta} \right) \]

\[ - \sum_{\mu \nu \lambda \sigma \alpha \beta \gamma \delta} C_{\mu \nu \lambda \sigma} \left( P_{\mu \nu \lambda \sigma} \Omega_{\alpha \beta \gamma \delta} \right) \]

\[ \] (44)

where

\[ \phi^{[Y[x]}_{\mu \nu \lambda \sigma} \equiv \int dr \phi_{\mu}(r) \phi_{\lambda}(r) \frac{\partial^3 f_{c}}{\partial \rho^3} \phi_{\sigma}(r) \phi_{\gamma}(r) \phi_{\delta}(r) . \] (42)

\[ \phi^{[Y[x]}_{\mu \nu \lambda \sigma \gamma \delta} \equiv \int dr \phi_{\mu}(r) \phi_{\lambda}(r) \frac{\partial^3 f_{c}}{\partial \rho^3} \phi_{\sigma}(r) \phi_{\gamma}(r) \phi_{\delta}(r) . \] (42)

\[ \] (42)

Thus, the total two-electron-integral derivatives for TDDFT can be written as

\[ \Omega^{[x]}_{\mu \nu \lambda \sigma} = \Pi^{[x]}_{\mu \nu \lambda \sigma} + \omega^{[x]}_{\mu \nu \lambda \sigma} \]

\[ = \Pi^{[0]}_{\mu \nu \lambda \sigma} + \phi^{[x]}_{\mu \nu \lambda \sigma} + \omega^{Y[x]}_{\mu \nu \lambda \sigma} \]

\[ \equiv \omega^{[0]}_{\mu \nu \lambda \sigma} + \omega^{Y[x]}_{\mu \nu \lambda \sigma} . \] (43)

D. Response terms in TDDFT/TDA derivative couplings

Finally, all that remains to do is to treat the so-called “response” terms, \( g^{Y[x]}_{\mu \nu \lambda \sigma} \) and \( \omega^{Y[x]}_{\mu \nu \lambda \sigma} \) in Eq. (44). Combining \( g^{Y[x]}_{\mu \nu \lambda \sigma} \) and \( \omega^{Y[x]}_{\mu \nu \lambda \sigma} \) with their multiplying coefficients in Eq. (45), one has

\[ \sum_{\mu \nu} D^{[f]}_{\mu \nu} \delta^{[x]}_{\mu \nu} = \sum_{\mu \nu \lambda \sigma} D^{[f]}_{\mu \nu} \phi^{[x]}_{\mu \nu \lambda \sigma} \omega^{Y[x]}_{\mu \nu \lambda \sigma} \] (46)

\[ \sum_{\mu \nu \lambda \sigma} R^{\lambda \mu}_{\mu \nu} R^{\lambda \sigma}_{\nu \lambda} \omega^{Y[x]}_{\mu \nu \lambda \sigma} = \sum_{\mu \nu \alpha \beta \gamma \delta} R^{\lambda \mu}_{\mu \nu} R^{\lambda \sigma}_{\nu \lambda} P_{\mu \nu} \phi^{[Y[x]}_{\mu \nu \lambda \sigma \gamma \delta} \] (47)

Now, using standard analytic gradient theory summarized in Ref. 52, one can always write (a derivation is provided in Appendix A),
Combining Eqs. (46)–(48), one finds

\[ \sum_{\mu \nu} D^J_{\mu \nu} g_{\mu \nu}^{[\Omega]} = \sum_{\mu \nu} D^J_{\mu \nu} \left[ \frac{1}{2} \sum_{a \beta} \left( \tilde{P}_{\alpha a} P_{\beta a} + \tilde{P}_{\beta a} P_{\alpha a} \right) S_{\alpha \beta}^{[\Omega]} - \sum_{i b} \left( C_{v b} C_{\sigma i} + C_{v i} C_{\sigma b} \right) \Theta_{b i}^{[\Omega]} \right] \omega_{\mu \nu \lambda \sigma}, \]  

(49)

\[ \sum_{\mu \nu \lambda \sigma} R^J_{\mu \lambda} R^J_{\nu \sigma} \omega_{\mu \nu \lambda \sigma} = - \sum_{\mu \nu \gamma \delta \lambda \sigma} R^J_{\mu \lambda} R^J_{\nu \sigma} \left[ \frac{1}{2} \sum_{a \beta} \left( \tilde{P}_{\alpha a} P_{\beta a} + \tilde{P}_{\beta a} P_{\alpha a} \right) S_{\alpha \beta}^{[\Omega]} - \sum_{i b} \left( C_{v b} C_{\sigma i} + C_{v i} C_{\sigma b} \right) \Theta_{b i}^{[\Omega]} \right] \Xi_{\mu \nu \lambda \sigma \gamma \delta}, \]  

(50)

and after relabeling the indices, Eqs. (49) and (50) become

\[ \sum_{\mu \nu} D^J_{\mu \nu} g_{\mu \nu}^{[\Omega]} = \frac{1}{2} \sum_{\mu \nu \gamma \delta} S_{\mu \nu}^{[\Omega]} \tilde{P}_{\gamma \delta} P_{\beta \gamma} \left( D^J_{\nu \gamma} + D^J_{\gamma \nu} \right) \omega_{\mu \nu \lambda \sigma} \]  

(51)

\[ \sum_{\mu \nu \lambda \sigma} R^J_{\mu \lambda} R^J_{\nu \sigma} \omega_{\mu \nu \lambda \sigma} = - \sum_{\mu \nu \gamma \delta \lambda \sigma} S_{\mu \nu}^{[\Omega]} \tilde{P}_{\gamma \delta} P_{\beta \gamma} \left( R^J_{\mu \lambda} R^J_{\nu \sigma} + R^J_{\nu \sigma} R^J_{\mu \lambda} \right) \Xi_{\mu \nu \lambda \sigma \gamma \delta}, \]  

(52)

Finally, after a bit of tedious algebra and simplification, one arrives at the final expression,

\[ \langle \psi_f | \psi_f^{[\Omega]} \rangle = \frac{1}{E_f - E_I} \left\{ \sum_{\mu \nu \gamma \delta} D^J_{\mu \nu} g_{\mu \nu}^{[\Omega]} \right. \]  

(53)

where

\[ Y_{b i} = \sum_{\mu \nu \lambda \sigma \delta} C_{\mu b} C_{\lambda d} \left( R^J_{\nu \gamma \delta} + t_{\nu \gamma} R^J_{\nu \sigma} \right) \Omega_{\mu \nu \lambda \sigma} \]  

(54)

Note that the complete orbital-response Lagrangian \( Y \) in the TDDFT expression (Eq. (54)) differs from that in CIS (Eq. (60b) in Ref. 52) in three ways. First, there is only a fraction of Hartree-Fock exchange (\( c_{HF} \)) in the two-electron integral. Second, the second derivative of the \( \chi \) functional appears, i.e., there is a \( \alpha \) term in \( \Omega \) (compared with \( \Pi \) for CIS). Third, the third derivative of the \( \chi \) functional \( \Xi \) also appears (which has no CIS counterpart).56

E. Coupled-perturbed Hartree-Fock equation (CPHF)

As a practical matter, in order to compute the \( \Theta \) derivative in Eq. (53), one needs to solve the CPHF equation,57,58

\[ \Theta_{b i}^{[\Omega]} = - \sum_{j a} \left( \frac{\delta^2 E}{\delta \Theta_{a j} \delta \Theta_{b i}} \right)^{-1} M_{a j}^{[\Omega]}, \]  

(55)
where $M^{[x]}$ is the matrix that contains all the mixed derivatives,

$$M^{[x]}_{aj} = \sum_{\mu \alpha \beta} \frac{\partial^2 E}{\partial \Theta_{\alpha j} \partial S_{\alpha \beta}} S^{[x]}_{\alpha \beta} + \sum_{\mu \alpha \beta} \frac{\partial^2 E}{\partial \Theta_{\alpha j} \partial h_{\alpha \beta}} h^{[x]}_{\alpha \beta} \tag{56}$$

$$+ \sum_{\alpha \beta \gamma \delta} \frac{\partial^2 E}{\partial \Theta_{\alpha j} \partial \Pi_{\alpha \beta \gamma \delta}} \Pi^{[x]}_{\alpha \beta \gamma \delta}.$$

As is standard in analytic gradient methods, we use the “z-vector” method developed by Handy and Schaefer,\(^{59}\) and we iteratively construct

$$z_{aj} = \sum_{ib} Y_{bi} \left( \frac{\partial^2 E}{\partial \Theta_{aj} \partial \Theta_{bi}} \right)^{-1} \tag{57}$$

With this z-vector saved to disk, we compute $M^{[x]}_{aj}$ for each coordinate $x$ so that $\sum_{ib} Y_{bi} \Theta^{[x]}_{bi}$ can be obtained. Thus, Eqs. (53) and (54) become

$$\langle \Psi_f | \Psi_f^{[x]} \rangle = \frac{1}{E_j - E_f} \sum_{\mu \nu} \langle \tilde{D}^{I J}_{\mu \nu} F_{\mu \nu}^{[x]} \rangle$$

$$+ \sum_{\mu \nu \rho \delta} \langle S^{[x]}_{\mu \nu} \tilde{P}_{\mu \nu} (R^{I}_{\rho \delta} R^{I}_{\rho \delta} + R^{I}_{\rho \delta} R^{I}_{\rho \delta}) \Omega_{\rho \delta} \rangle$$

$$- \frac{1}{2} \sum_{\mu \nu \rho \delta} \langle S^{[x]}_{\mu \nu} \tilde{P}_{\mu \nu} (R^{I}_{\rho \delta} R^{I}_{\rho \delta} + R^{I}_{\rho \delta} R^{I}_{\rho \delta}) \Omega_{\rho \delta} \rangle$$

$$- \frac{1}{2} \sum_{\mu \nu \rho \delta} \langle S^{[x]}_{\mu \nu} \tilde{P}_{\mu \nu} (R^{I}_{\rho \delta} r^{I}_{\rho \delta} + r^{I}_{\rho \delta} r^{I}_{\rho \delta}) \Omega_{\rho \delta} \rangle$$

$$+ \frac{1}{2} \sum_{\mu \nu \rho \delta} \langle S^{[x]}_{\mu \nu} \tilde{P}_{\mu \nu} (\tilde{D}^{I J}_{\mu \nu} + \tilde{D}^{I J}_{\rho \delta}) \Omega_{\rho \delta} \rangle$$

$$- \left( \sum_{\mu \nu \rho \delta} \langle C_{\mu \nu} (\tilde{D}^{I J}_{\mu \nu}) \rangle $$

$$- \langle \tilde{D}^{I J}_{\mu \nu} \rangle - (z_{\mu \nu} + z_{\nu \delta}). \tag{58}$$

Equations (54), (57)–(59) are a complete recipe for derivative couplings that is easy to evaluate. In summary, the differences between TDDFT and CIS expressions are the presences of (i) different one-electron integral derivative for TDDFT $h^{[x]}$ (compared with $h^{[x]}$ in CIS), (ii) $\Omega^{[x]}$ and $\Omega$ (compared with $\Pi^{[x]}$ and $\Pi$ in CIS), which include the second $xc$ functional derivative and specific fraction of Hartree-Fock exchange term involved in TDDFT functionals, and (iii) $\Xi$, the third $xc$ functional derivative (which has no CIS counterpart).

III. COMPARISON WITH FINITE-DIFFERENCE

In order to verify the equations above and also check our numerical implementations of TDDFT/TDA derivative couplings, we calculated the magnitude of the derivative couplings between the $S_1$ and $S_2$ states of lithium hydride (LiH), and compared the results with finite-difference method. The standard central-difference formula yields an expression for the derivative coupling as

$$\langle \Psi_f | \Psi_f^{[x]} \rangle \approx \frac{\langle \Psi_f (x) | \Psi_f (x + \Delta x) \rangle - \langle \Psi_f (x) | \Psi_f (x - \Delta x) \rangle}{2 \Delta x} \tag{60}$$

The ab initio quantum chemistry package Q-Chem\(^{60,61}\) was employed for the calculations. Three different functionals (B3LYP\(^{62,63}\), $\omega$B97, and $\omega$B97X\(^{64}\)) were tested using 6-31G* basis set (CIS results are also listed for comparison). As shown in Table I, our analytical approach matches the finite-difference data with an error $\sim 10^{-4}$ \$\omega_0^{-1}\$ when Pulay terms ($S^{[*]}$) are neglected, the resulting derivative couplings change significantly.

IV. APPLICATION TO BENZALDEHYDE

As a prototypical aromatic carbonyl compound, benzaldehyde has drawn significant attention in both experimental and theoretical studies because of its unique spectroscopic properties.\(^{65-78}\) A great deal of theory and experiment has focused on the two lowest triplet states of benzaldehyde in order to explain the mechanism of the molecule’s highly phosphorescent radiation.\(^{65,66,67,73-77}\) The interstate mixing between the $T_1(n-\pi^*)$ and $T_2(\pi-\sigma^*)$ states of benzaldehyde was estimated as long ago as the 1970s.\(^{58,78,79}\) Since the derivative coupling is essential for understanding nonadiabatic dynamics and radiationless transitions in general, we will also

<table>
<thead>
<tr>
<th>$xc$ functional</th>
<th>Atom moved (Q)</th>
<th>FD</th>
<th>Full-DC</th>
<th>NP</th>
</tr>
</thead>
<tbody>
<tr>
<td>B3LYP</td>
<td>H</td>
<td>-0.00564</td>
<td>-0.00570</td>
<td>-0.12611</td>
</tr>
<tr>
<td></td>
<td>Li</td>
<td>0.15804</td>
<td>0.15810</td>
<td>0.12611</td>
</tr>
<tr>
<td>$\omega$B97</td>
<td>H</td>
<td>-0.00409</td>
<td>-0.00453</td>
<td>-0.006958</td>
</tr>
<tr>
<td></td>
<td>Li</td>
<td>0.15150</td>
<td>0.15154</td>
<td>0.06985</td>
</tr>
<tr>
<td>$\omega$B97X</td>
<td>H</td>
<td>-0.05952</td>
<td>-0.05955</td>
<td>-0.07422</td>
</tr>
<tr>
<td></td>
<td>Li</td>
<td>0.16452</td>
<td>0.16460</td>
<td>0.07422</td>
</tr>
<tr>
<td>CIS</td>
<td>H</td>
<td>-0.05765</td>
<td>-0.05766</td>
<td>-0.04389</td>
</tr>
<tr>
<td></td>
<td>Li</td>
<td>0.17475</td>
<td>0.17476</td>
<td>0.04389</td>
</tr>
</tbody>
</table>
investigate here the $T_1/T_2$ derivative coupling of benzaldehyde with our analytic gradient method.

In a previous paper, we showed that a conical intersection point can be located between the first and the second triplet states of benzaldehyde according to the TDDFT/$\omega$B97X functional. Now, with a working code for calculating derivative couplings, we revisit geometries around the conical intersection point on the branching plane and calculate the derivative coupling with and without Pulay terms for each geometry. Consistent with the previous work, the $\omega$B97X functional and 6-31G** basis set are used for all calculations.

In Ref. 80, we defined raw $g$ and $h$ vectors and located the branching plane for benzaldehyde as follows:

i. Find a CI point, $\vec{R}_{CI}$.
ii. Displace each of the 3N Cartesian coordinates in positive and negative directions, and at every displaced point perform (6N) gradient calculations for the adiabatic energies

$$\vec{D}_i^\pm = \frac{1}{2}(\nabla E^a_2(\hat{\vec{R}}_{CI} \pm \Delta R \cdot \hat{e}_i) \pm \nabla E^a_1(\hat{\vec{R}}_{CI} \pm \Delta R \cdot \hat{e}_i)) , \quad i = 1, \ldots, 3N . \quad (61)$$

iii. Notice that all 3N gradients actually lie in a single 2D plane – the $g - h$ branching plane. At this point, we must make a non-unique choice of $g$ and $h$ that corresponds to a unique diabatic basis.

iv. In our calculations, we check the energy difference gradient $\vec{D}$ along a circle that is centered at $\vec{R}_{CI}$ in the $g - h$ plane. If $\theta$ is the angle of rotation around $\vec{R}_{CI}$, we have already computed $\vec{D}(\theta)$ in step ii. We define $g$ as $\vec{D}(\theta_{\text{mag}})$ when $\theta_{\text{max}}$ is chosen as the angle that maximizes $\|\vec{D}(\theta)\|$. 

v. Finally, we check for the angle that minimizes $\|\vec{D}(\theta)\|$.

By construction, $\vec{D}(\theta_{\text{min}})$ must be perpendicular to $g$ and can be defined as $h$.

In this article, we rescale $g$ and $h$ vectors so that the norm of the gradient difference is identical at every point on the loop,

$$x = \frac{1}{\|g\|}g, \quad (62)$$
$$y = \frac{\|g\|}{\|h\|}h. \quad (63)$$

Note that $x$ and $y$ are perpendicular (just like $g$ and $h$). In what follows, we will investigate the derivative couplings in a loop around the CI point, chosen as $x \cos \theta + y \sin \theta$ for $\theta = 0^\circ, 10^\circ, 20^\circ, \ldots, 350^\circ$ at the distance $r = 0.001$ Å. Thus, with normalized coordinates $x$ and $y$, we construct a loop defined by the Cartesian coordinates

$$\vec{R}(\theta) = \vec{R}_{CI} + 0.001(x \cos \theta + y \sin \theta). \quad (64)$$

Note that 0.001 is in units of Angstroms. Five different types of derivative couplings below are calculated:

i. Full-DC: complete derivative couplings given by Eq. (58).
ii. ETF-DC: corrected derivative couplings given by Eq. (58) when setting $\vec{S}^{(0)} = 0$ or $\vec{S}^{(1)} = \frac{1}{2}\vec{S}^{(2)}$. As was illustrated in Refs. 52 and 81, this replacement is equivalent to including perturbative electron-translation factors (ETF) in the derivative coupling and restores translational invariance.
iii. NP: derivative couplings without all Pulay terms in Eq. (58), i.e., $\vec{S}^{(0)}, \vec{S}^{(1)} \rightarrow 0$.
iv. Rel-DH: derivative couplings given by using a Hellmann-Feynman expression with the Fock operator in place of the Hamiltonian. In other words, we collect all terms that contain $\vec{D}^{(0)}$ in Eq. (58) (including orbital response terms).

v. DH: derivative couplings given by using a Hellmann-Feynman expression with the Fock operator in place of the Hamiltonian. In other words, we collect all terms that contain $\vec{D}^{(1)}$ in Eq. (53) (no orbital response terms).

### A. Results

For a physical picture of the nonadiabatic motion in benzaldehyde, the full-DC, NP, rel-DH, and DH vectors are visualized by the quiver plots shown in Fig. 1. Note the ETF-DC...
plot is omitted (since it looks almost exactly the same as full-DC). In Fig. 2, we plot the derivative couplings on the loop around the conical intersection. As Fig. 2 shows, only the full-DC and ETF-DC vectors (which are roughly identical) lie rigorously on the same physically correct branching plane. The other vectors, NP, rel-DH, and DH, are somewhat out of the plane. The out-of-plane angle varies from 2° to 10° for rel-DH vectors and from 15° to 20° for DH and NP vectors. In Table II, we list the out-of-plane angles for the rel-DH, DH, and NP vectors at θ = 30°. To further assess the behavior around the conical intersection, we project these derivative coupling vectors on the branching plane in order to make a meaningful evaluation of their performances around the conical intersection. The full-DC and ETF-DC vectors as well as the rel-DH projections on the branching plane are tangent to the loop, i.e., perpendicular to the gradient difference. By contrast, even after projection, the other methods (NP and DH projection) do not yield that correct orientation for the derivative couplings around the conical intersection point. To prove this point, for θ = 30°, in Table III, we list the exact magnitudes of the derivative couplings and their angles relative to the gradient difference.

Another means to check the reasonability of our derivative coupling is to calculate the phase factor around the conical intersection. It is well-known that Berry’s phase will not disappear for a closed path surrounding a conical intersection. Mathematically, for a loop C in the branching plane, the

<table>
<thead>
<tr>
<th>Terms</th>
<th>Angles (deg)</th>
<th>Magnitudes (a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>rel-DH (unprojected)</td>
<td>263.67060</td>
<td>90.034</td>
</tr>
<tr>
<td>rel-DH (projected)</td>
<td>262.39583</td>
<td>90.034</td>
</tr>
<tr>
<td>DH (projected)</td>
<td>180.52366</td>
<td>74.510</td>
</tr>
<tr>
<td>NP (projected)</td>
<td>362.58573</td>
<td>96.113</td>
</tr>
</tbody>
</table>
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V. CONCLUSION

In this work, we calculated derivative couplings between TDDFT/TDA states via analytic gradient theory by assuming that we can treat the Kohn-Sham excited state wavefunction as if it were a true wavefunction, and then we implemented the resulting equations numerically. With all Pulay terms included, our theory has been numerically validated against the finite-difference data for lithium hydride, with an error less than $10^{-4}$ a.u.$^{-1}$ for three types of xc functionals (B3LYP, ωB97, and ωB97X).

As an application, we investigated benzaldehyde and we studied the $T_1/T_2$ conical intersection point located in Ref. 80. The considerable differences between the NP, DH, and rel-DH derivative couplings and the full-DC result emphasizes the qualitative significance of Pulay terms as well as the orbital responses. Only the full-DC and ETF-DC vectors lie in the branching plane and are perpendicular to the energy gradient difference. Furthermore, the full-DC and ETF-DC vectors for benzaldehyde computed by our analytical method also satisfy the expected Berry’s phase behavior for a loop around the conical intersection point. Finally, in Appendix C, we show that our derivative couplings agree with the exact derivative couplings according to the Chernyak-Mukamel expression in Eq. (2) (with the transition density matrix calculated according to response theory).

The current popularity of TDDFT and the modern interest in photochemistry and photoexcited nonadiabatic dynamics, we believe this computational formalism will be very useful in the future.
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APPENDIX A: DERIVATION OF THE DENSITY MATRIX DERIVATIVE $P^{[x]}$

To justify Eq. (48) above, note that besides one- and two-electron-integrals, the only independent variables in quantum chemistry are $S$ (the overlap) and $Θ$ (the orbital rotations). Therefore, for any matrix $P$,

$$P^{[x]}_{μν} = \sum_{aβ} \frac{∂P^μ ν}{∂S^a β} S_a β + \sum_{aβ} \frac{∂P^μ ν}{∂θ_a β} θ_a β,$$  \hspace{1cm} (A1)

Now, the definition of the one-electron ground state density matrix is

$$P_{μν} = \sum_{m} C_{μm} C_{νm},$$  \hspace{1cm} (A2)

To find these partial derivatives, one simply differentiates $P$ with respect to $S$ and $Θ$ to find

$$\frac{∂P_{μν}}{∂θ_a β} = \sum_{m} \frac{∂C_{μm}}{∂θ_a β} C_{νm} + \sum_{m} C_{μm} \frac{∂C_{νm}}{∂θ_a β},$$  \hspace{1cm} (A3)

$$\frac{∂P_{μν}}{∂S^a β} = \sum_{m} \frac{∂C_{μm}}{∂S^a β} C_{νm} + \sum_{m} C_{μm} \frac{∂C_{νm}}{∂S^a β},$$  \hspace{1cm} (A4)

### TABLE IV. Circulations of derivative couplings vectors around the $T_1/T_2$ conical intersection point of benzaldehyde. Note that only the full-DC, ETF-DC, and the projected rel-DH vectors recover the correct Berry’s phase.

<table>
<thead>
<tr>
<th>Terms</th>
<th>Magnitudes (in units of $π$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>full-DC</td>
<td>0.99939</td>
</tr>
<tr>
<td>ETF-DC</td>
<td>0.99938</td>
</tr>
<tr>
<td>rel-DH (projected)</td>
<td>0.77513</td>
</tr>
<tr>
<td>DH (projected)</td>
<td>1.00137</td>
</tr>
<tr>
<td>NP (projected)</td>
<td>1.46068</td>
</tr>
</tbody>
</table>

Results for different variations of derivative coupling vectors are shown in Table IV. The result for the full-DC (or ETF-DC), which is very close to $π$, perfectly reproduces the geometric phase factor and further justifies our analytical theory for the derivative coupling. Interestingly, note that the projected rel-DH vectors also recover the exact Berry’s phase. Given the fact that the out-of-plane angles for rel-DH vectors are relatively small (less than $10^°$), it may be true that the rel-DH is a decent approximation to the exact derivative coupling around a conical intersection point. Further investigation is needed. Finally, we observe that NP and DH approximations do not come close to satisfying $\oint_C d\mathbf{J}_μ(R) \cdot d\mathbf{R} = π$. In particular, referring to Table III, one can see that the magnitude of the projected NP vector is twice as large as the one of the full-DC vector, and the magnitude of the projected DH vector is significantly smaller; this explains the incorrect behavior of the NP and DH circulations in Table IV. Overall, our calculation highlights the facts that, (i) in a finite atomic-orbital basis, Pulay terms are non-negligible for the correct derivative coupling in the vicinity of a conical intersection; (ii) the orbital responses also need to be taken into account in order to yield the exact properties of the derivative coupling; (iii) only the full-DC recovers both the correct branching plane and Berry’s phase behavior around a conical intersection.
Combining Eqs. (A1)–(A4) and Eq. (63) in Ref. 52 into the above expressions, one gets the final expression for $P^{\{\cdot\}}_{ij}$,

$$P^{\{\cdot\}}_{ij} = -\frac{1}{2} \sum_{ab} (\hat{P}_{\mu a} P_{\nu b} + \hat{P}_{\nu a} P_{\mu b}) S^{\{\cdot\}}_{ab} - \sum_{aj} (C_{\mu a} C_{vj} + C_{\mu j} C_{va}) \Theta^{\{\cdot\}}_{aj}. \quad (A5)$$

**APPENDIX B: HELLMANN-FEYNMAN DERIVATIVE COUPLINGS**

In the text above, we formed derivative couplings from a “brute force” expression whereby we differentiate the ket directly. We will now show that such an approach has a clear Hellmann-Feynman analogue. By applying the logic of the Hellmann-Feynman theorem, the TDDFT/TDA derivative coupling should be equivalent to

$$d_{ij}(R) = \frac{\langle \Psi_j | \nabla R H_{KS} | \Psi_j \rangle}{E_j - E_i}$$

$$= \sum_{ijab} t^{ij}_{la} t^{jb}_{ij} \langle \Phi^p_i | A_{iajb} | \Phi^p_j \rangle \frac{1}{E_j - E_i}, \quad (B2)$$

where $H_{KS} = Q \mathcal{O}_{KS} Q$. Here, $O_{KS}$ is defined in Eq. (7) and $Q$ is the projector onto the singles manifold. Recall that the matrix element of the Kohn-Sham linear-response tensor $A$ is given by Eq. (5), so that

$$\mathcal{H}_{KS} = \sum_{ijab} \langle \Phi^p_i | A_{iajb} | \Phi^p_j \rangle. \quad (B3)$$

Inserting Eq. (B3) to Eq. (B2), one has

$$d_{ij}(R) = \frac{1}{E_j - E_i} \sum_{ijab} t^{ij}_{la} t^{jb}_{ij} A_{iajb} \langle \Phi^p_i | A_{iajb} | \Phi^p_j \rangle$$

$$+ \sum_{ij} t^{ij}_{la} A_{iajb} \langle \Phi^p_i | \Phi^p_j \rangle - \sum_{ij} \langle \Phi^p_i | \Phi^p_j \rangle. \quad (B4)$$

By relabeling the indices, one can combine the like terms and reach the following equation:

$$d_{ij}(R) = \frac{1}{E_j - E_i} \sum_{ijab} t^{ij}_{la} t^{jb}_{ij} \left[ \frac{1}{E_j - E_i} A_{iajb} + \langle \Phi^p_i | \Phi^p_j \rangle \right]. \quad (B5)$$

**APPENDIX C: THE CHERNYAK-MUKAMEL EXPRESSION AND THE TRANSITION DENSITY MATRIX ACCORDING TO RESPONSE THEORY**

In the limit of two exact eigenstates of the Hamiltonian, $|\Psi_i\rangle$ and $|\Psi_j\rangle$, the derivative coupling takes a very simple form known as the Chernyak-Mukamel formula (Eq. (C1)),

$$d_{ij}^{CM} = \frac{1}{E_j - E_i} \sum_{pq} v^{[\cdot]}_{pq} \gamma^{[\cdot]}_{pq}, \quad (C1)$$

where $\gamma^{[\cdot]}_{pq}$ is the one-electron transition density matrix. Here, $v^{[\cdot]}_{pq} = \sum_{uv} C_{uv} v^{[\cdot]}_{uv} c_{vq}$, where $v^{[\cdot]}_{uv}$ is the derivative of the nuclear-electronic potential in the AO basis. Equation (C1) can be derived easily from the exact Hellmann-Feynman expression,

$$d_{ij}^{exact} = \frac{\langle \Psi_i^{exact} | \nabla R H^{exact} | \Psi_j^{exact} \rangle}{E_j - E_i}, \quad (C2)$$

using the fact that only $v^{[\cdot]}_{uv}$ in the Hamiltonian depends on nuclear coordinates in the limit of an infinite basis. According to time-dependent response theory, \(^{10,83}\) $\gamma^{[\cdot]}_{pq}$ is given by

$$\gamma^{[\cdot]}_{pq} = \begin{cases} -\sum_{l_a} t^{la}_{p} t^{l_a}_{q} & \text{for } p, q \in \text{occupied orbitals}, \\ \sum_{l_i} t^{l_i}_{p} t^{l_i}_{q} & \text{for } p, q \in \text{virtual orbitals}, \\ \gamma_{pq}^{(1),JJ} & \text{for } p \in \text{virtual orbitals}, \, q \in \text{occupied orbitals}, \\ \gamma_{pq}^{(2),JJ} & \text{for } q \in \text{virtual orbitals}, \, p \in \text{occupied orbitals}. \end{cases} \quad (C3)$$

The occupied-virtual components of $\gamma^{[\cdot]}_{pq}$ are obtained by solving

$$\left[ \begin{array}{cc} A & B \\ B & A \end{array} \right] + \Delta E \left[ \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right] \left\{ \begin{array}{c} \gamma_{pq}^{(1),JJ} \\ \gamma_{pq}^{(2),JJ} \end{array} \right\} = - \left\{ \begin{array}{c} \gamma_{pq}^{(1)} \\ \gamma_{pq}^{(2)} \end{array} \right\}, \quad (C4)$$

where $\Delta E = E_J - E_I$, $B_{iajb} = \langle \Phi^p_i | \mathcal{O}_{KS} | \Phi^{DFT} \rangle$ (C5)

$$B_{iajb} = \langle \Phi^p_i | \mathcal{O}_{KS} | \Phi^{DFT} \rangle \quad (C5)$$

$$\Omega_{abij}, \quad (C6)$$

$$\Omega_{abij}$$
\[ Y_{bi}^{(1)} = \sum_{pq} \Omega_{pqbi} D_{pq}^{IJ} + \sum_{jcd} t_{j}^{I} t_{d}^{J} \Omega_{bcjd} + \sum_{jlc} t_{j}^{I} t_{lc}^{J} \Omega_{lcji} \]
\[ + \sum_{jlc} t_{j}^{I} t_{lc}^{J} \mathcal{E}_{cljdbi}, \quad (C7) \]
\[ Y_{bi}^{(2)} = \sum_{pq} \Omega_{pqbi} D_{pq}^{IJ} + \sum_{jcd} t_{j}^{I} t_{d}^{J} \Omega_{bcjd} + \sum_{jlc} t_{j}^{I} t_{lc}^{J} \Omega_{lcji} \]
\[ + \sum_{jlc} t_{j}^{I} t_{lc}^{J} \mathcal{E}_{cljdbi}. \quad (C8) \]

We now want to compare our derivative couplings with Eq. (C1). We will assume a complete basis and ignore Pulay terms (\(S^{(3)}\)) and the antisymmetrized AO overlap derivatives (\(S^{(3)}\)). Hence, our derivative coupling expression in a complete basis limit (\(d_{ij}^{CB}\)) becomes
\[ d_{ij}^{CB} = \frac{1}{E_{j} - E_{I}} \sum_{pq} v_{pq}^{[x]} D_{pq}^{IJ} - \frac{1}{E_{j} - E_{I}} \sum_{bi} Y_{bi} \Theta_{bi}^{[x]}, \quad (C9) \]
where the difference density matrix \(D_{pq}^{IJ}\) and the Lagrangian \(Y_{bi}\) in the MO basis can be represented as
\[ D_{pq}^{IJ} = \begin{cases} -\sum_{a} t_{p}^{I} t_{q}^{J} \alpha_{a} & \text{for } p, q \in \text{occupied orbitals}, \\ \sum_{a} t_{p}^{I} t_{q}^{J} \gamma_{a} & \text{for } p, q \in \text{virtual orbitals}, \\ 0 & \text{otherwise}, \end{cases} \quad (C10) \]

Finally, if we compare our derivative coupling expression (Eq. (C16)) to the Chernyak-Mukamel formula (Eq. (C1)), it is clear that the two expressions will agree if \(\Gamma_{pq}^{IJ} = \gamma_{pq}^{IJ}\). To that end, note that \(Y_{bi} = Y_{bi}^{(1)} + Y_{bi}^{(2)}\) if we compare Eqs. (C7)–(C8) and Eq. (C11). Furthermore, in the limit that \(\Delta E \rightarrow 0\), one finds that from Eq. (C4),
\[ Y_{bi}^{(1)} + Y_{bi}^{(2)} = -\sum_{bi} (A + B)^{-1}_{pq} Y_{bi} = \Gamma_{pq}^{IJ} + \gamma_{pq}^{IJ}. \quad (C18) \]

Therefore, we may now conclude that near a crossing or a conical intersection (\(\Delta E \rightarrow 0\)), our derivative couplings in a complete basis (\(d_{ij}^{CB}\)) agree with the Chernyak-Mukamel formula (\(d_{ij}^{CM}\)), provided that the transition density matrix (\(\gamma_{pq}^{IJ}\)) is computed with time-dependent response theory.
25. In physicists’ notation, \( \Pi_{pqrr} \) is given by Eq. (13) where \( \rho_{pq} \) is

\[
\langle f_0 | \rho_{pq} | f_0 \rangle = \langle f_0 | \sum_{\alpha \beta} \int d^3 \rho \, e^{i \varphi(\rho)} \left( \frac{\partial \varphi}{\partial \rho} \right)_{\alpha \beta} \left( \frac{\partial \varphi}{\partial \rho} \right)_{\gamma \delta} \rangle.
\]

In this article, for simplicity, we will treat \( f_0 \) as if it is a strictly local functional \( f_0(\rho) \). Extending to Generalized Gradient Approximation (GGA) functionals \( f_0(\rho) \) and meta-GGA’s is straightforward.

26. Note that the difference-density matrix is slightly different from that in Ref. 52 in so far as \( I \) and \( J \) are switched in the second term. This modification will not influence our final result since \( \Delta I \) is always dotted into some symmetric matrices; it does however allow an easier comparison with response theory in Appendix C.

27. Note that Tavernelli et al. (in Ref. 36) use only the Fock operator in Eq. (15) and therefore include only the attach-detach pieces in Eqs. (53) and (54), i.e., terms that contain \( \Delta \) matrix.
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