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ABSTRACT

Li, Xiaoyan, Lie Symmetry to Nonlinear Oscillator Systems and Applications. Master of Sci-

ence (MS), May, 2016, 68 pp., 41 references, 23 titles.

In this paper, we apply the theory of Lie symmetry to study a generalized second-order

nonlinear differential equation, which includes several physical nonlinear oscillators such as force-

free Helmholtz oscillator, force-free Duffing and Duffing-van der Pol oscillators, modified Emden-

type equation and its hierarchy etc, and investigate the dynamical properties of this rather general

equation. We identify and classify several new integrable cases for arbitrary values of exponents,

which determine the tangent vector as well as the infinitesimal generator. Using the Lie point

symmetry, we find the useful infinitesimal generators and canonical coordinates, and obtain the

first integrals of the second-order nonlinear systems under certain parametric conditions. It shows

that many classical integrable nonlinear oscillators can be derived as subcases of the obtained

results and significantly enlarge the list of integrable equations that exists in the contemporary

literature. Applications to wave equations of Korteweg-de Vries- Burgers-type equations are also

presented.
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CHAPTER I

INTRODUCTION

Many phenomena in physics and engineering are described by nonlinear differential equa-

tions. Nonlinear differential equations have a wide array of applications in many fields. They

could describe the motion of isolated waves, localized in a small part of space. Their applications

could extend to magnetofluid dynamics, water surface gravity waves, electromagnetic radiation

reactions, and ion acoustic waves in plasmas. Looking for exact solitary wave solutions to non-

linear evolution equations has long been a major concern for both mathematicians and physicists.

These solutions may well describe various phenomena in physics and other fields, such as soli-

tons and propagation with a finite speed, and thus they may give more insight into the physical

aspects of the problems. In order to obtain the periodic wave and soliton solutions of nonlinear

evolution equations, a number of methods have been proposed, such as tanh-sech function method,

extended tanh function method , hyperbolic function method, sine-cosine method, Jacobi elliptic

function expansion method, F-expansion method, transformed rational function method and the

first integral method. The first integral method is a powerful solution method for the computation

of exact traveling wave solutions [23]. The study of non-linear oscillators has been important in

the development of the theory of dynamical systems. Van der Pol and Van der Mark (1927) study-

ing a simple non-linear electronic circuit (a neon tube was the non-linear element) experimentally

found, but were not much interested in,”noisy behavior” that we would now identify as chaos, and

Carwright and Littlewood (1945) studied chaos like behavior in a non-linear oscillator, predating

Lorenz’s work by decades. Nonlinearity is ubiquitous and all pervading in the physical world. For

a long time nonlinear systems were essentially studied under linear approximations, barring a few
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exceptions. However, the famous Fermi-Pasta-Ulam numerical experiments of the year 1955 on

energy sharing between modes in anharmonic lattices triggered the golden era of modern nonlinear

dynamics. Several path-breaking discoveries followed in the subsequent decades.[18]. For many

nonlinear problems, it is not always possible and sometimes not even advantageous to express ex-

act solutions of nonlinear differential equations explicitly in terms of elementary functions, but it is

possible to find elementary functions that are constant on solution curves, that is , elementary first

integrals. These first integrals allow us to occasionally deduce properties that an explicit solution

would not necessarily reveal [22].

In the previous work, Prelle and Singer proposed a procedure for solving first-order ODEs

that admits solutions in terms of elementary functions if such solutions exists [22]. Duarte et al.

modified the technique developed by Prelle and Singer and applied it to second-order ODEs. Their

approach was based on the conjecture that if an elementary solution exists for the given second-

order ODE then there exists as least one elementary first integral I(x,y,y′) whose derivatives are all

rational functions of x,y and y′ [3, 4]. Chandrasekar et al. [3] used the generalized extended Prelle-

Singer procedure applicable to identify integrable nonlinear oscillators and systems and construct

integrating factors. Another powerful technique for seeking the first integrals of various differential

equations is the Lie symmetry reduction method [10, 12, 14, 17]. Feng [11] applied Lie symmetry

reduction method to find the first integrals of nonlinear second-order ODEs. Special types of first

integrals and dynamical behaviors are of fundamental importance to our understanding of physical,

chemical and biological phenomena modelled differential equations.

Considering the force-free Duffing-van der Pol (DVP) oscillator,

y′′+(α +βy2)y′− γy+ y3 = 0, (1.1)

where α,β and γ are arbitrary parameters. It is integrable for the parametric condition α = 4/β

and γ =−3/β 2. Under the transformation

w =−ye(1/β )x, z = e−(2/β )x, (1.2)
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Eq. (1.1) with restriction α = 4/β and γ =−3/β 2 was shown to be transformable to the form

w′′− β 2

2
w2w′ = 0,

which can then be integrated[3]. Eq. (1.1) arises in a model describing the propagation of voltage

pulses along a neuronal axon and has recently received much attention from many authors. A large

amount of literature exists on this equation[16].

In a parallel direction, while performing the invariance analysis of a similar kind of prob-

lem, we find that not only the Eq. (1.1) but also its generalized version ,

y′′+
(

4
β
+βy2

)
y′+

3
β 2 y+ y3 +δy5 = 0, δ = arbitrary parameter, (1.3)

is invariant under the same set of Lie point symmetries. As a consequence one can use the same

transformation (1.2) to integrate Eq. (1.3) to the form

w′′− β 2

2
w2w′+δw5 = 0,

which is not so simple to integrate straightforwardly. However, we observe that this equation

coincides with the second equation in the so-called modified Emden equation(MEE) hierarchy,

investigated by Feix et al.[5],

y′′+ yly′+gy2l+1 = 0, l = 1,2, . . . ,n,

where g is an arbitrary parameter. In fact, Feix et al. have shown that through a direct transforma-

tion to a third-order equation the above equation can be integrated to obtain the general solution

for the specific choice of the parameter g, namely, for g = 1/(l +2)2[3, 5]. However, one can also

expect that there should be a number of integrable equations which also admits solutions which

are both oscillatory and nonoscillatory types in the class

y′′+(k1yq + k2)y′+ k3y2q+1 + k4yq+1 +λ1y = 0,q ∈ R. (1.4)

where k′is, i = 1,2,3,4, and λ1 are arbitrary parameters. In this paper, we focus on this equation.

Eq. (1.4) is a unified model for several ground-breaking physical systems which includes simple
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harmonic oscillator, anharmonic oscillator, force-free Helmholtz oscillator, force-free Duffing os-

cillator, MEE hierarchy, generalized DVP hierarchy, and so on [3]. If k3 = 0, then Eq. (1.4) is the

Duffing-van der Pol oscillator. When q = 1, Eq. (1.4) becomes the generalized MEE

y′′+(k1y+ k2)y′+ k3y3 + k4y2 +λ1y = 0,

which provides us the force-free Helmholtz oscillator. When q = 2, Eq. (1.4) gives us the force-

free Duffing-van der Pol oscillator.

Now, let us consider how to use Lie symmetry reduction to obtain the first integrals of

nonlinear ODEs. Symmetry is the key to solve differential equations. There are many well-known

techniques for obtaining exact solutions, but most of them are merely special cases of a few pow-

erful symmetry methods. These methods can be applied to differential equations of an unfamiliar

type. Instead, a given differential equation can be made to reveal its symmetries, which are then

used to construct exact solutions [17]. The usual procedure in the solution of any ordinary dif-

ferential equation is to search for some method whereby the order of the equation is depressed.

The two standard methods are reduction of order using a Lie point symmetry and determination

of a first integral. These are not equivalent processes [19]. Second-order ODEs whose Lie alge-

bra is three-dimensional cannnot be solved by using a two-dimensional solvable subalgebra, for

no such subalgebra exists. However these ODEs can be solved by a different approach. We can

derive a simple way of using Lie point symmetries to determine first integrals of a given ODE.

This technique relies upon the dimension of the Lie algebra being higher than the order of the

ODE. Remarkably, the method enables us to solve some ODEs without having to carry out any

quadrature whatsoever[17].

In this paper, we study Eq. (1.4) to obtain its first integrals under certain parametric con-

ditions by applying the Lie point symmetry reduction method. In fact, the exponent q determines

the tangent vector, which induces the infinitesimal generator, see Chapter 2. As a result of this,

we can classify the integrable cases by the different values of q. Particular cases are presented in

Chapter 4. For certain value of q, we can derive certain parametric conditions by the determining

equations for the infinitesimal generator, which can be reduced to canonical coordinates. Through
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the inverse transformation, we obtain the first integrals of Eq. (1.4).
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CHAPTER II

PRELIMINARIES

This paper refers to Peter E. Hydon’s Symmetry Methods for Differential equations: A

Beginner’s Guide [17]. Materials presented in this section include the determining equations for

Lie point symmetries and the infinitesimal generator.

2.1 How to obtain Lie point symmetries of ODEs

Let us consider ODEs of the form

y(n) = ω

(
x,y,y′, · · · ,y(n−1)

)
, y(k) ≡ dky

dxk . (2.1)

It is assumed that ω is (locally) a smooth function of all its arguments. We first state the symmetry

condition. A symmetry condition of (2.1) is a diffeomorphism that maps the set of solutions of the

ODE to itself. Any diffeomorphism,

Γ : (x,y) 7→ (x̂, ŷ),

maps smooth planar curves to smooth planar curves. On the plane, the diffeomorphism Γ generates

a mapping on the derivatives y(k)

Γ :
(

x,y,y′, · · · ,y(n)
)
7→
(

x̂, ŷ, ŷ′, · · · , ŷ(n)
)
,

where

ŷ(k) ≡ dkŷ
dx̂k , k = 1,2, · · · ,n.

Using the chain rule, the function ŷ(k) can be written as

ŷ(k) =
dŷ(k−1)

dx̂
=

Dxŷk−1

Dxx̂
, k = 1,2, · · · ,n, (2.2)
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y(0) ≡ ŷ,

where D(x) is the total derivative with respect to x:

Dx = ∂x + y′∂y + y′′∂y′+ · · · .

We obtain the symmetry condition for ODE (2.1)

ŷ(n) = ω

(
x̂, ŷ, ŷ′, · · · , ŷ(n−1)

)
, (2.3)

where the function ŷ(k) is given by equation (2.2).

The action of a Lie symmetry maps every point on an orbit to a point on the same orbit.

Now consider the orbit through a noninvariant point (x,y). The tangent vector to the orbit at the

point (x̂, ŷ) is (ξ (x̂, ŷ),η(x̂, ŷ)), where

dx̂
dε

= ξ (x̂, ŷ),
dŷ
dε

= η(x̂, ŷ).

In particular, the tangent vector at (x,y) is

(ξ (x,y),η(x,y)) =
(

dx̂
dε

∣∣∣
ε=0

,
dŷ
dε

∣∣∣
ε=0

)
.

For almost all ODEs, the symmetry condition (2.3) is nonlinear. Lie symmetries are ob-

tained by linearizing (2.3) about ε = 0. It is usually easy to check whether or not a given diffeo-

morphism is a symmetry of a particular ODE. Since the trivial symmetry condition corresponding

to ε = 0 leaves every point unchanged, then for ε sufficiently close to 0, the prolonged Lie sym-

metries are of the form
x̂ = x+ εξ +O(ε2),

ŷ = y+ εη +O(ε2),

ŷ(k) = y(k)+ εη
(k)+O(ε2), k ≥ 1.

(2.4)

Note that the superscript in η(k),(k = 1,2, · · · ,n) is merely an index; it does not denote a derivative

of η . Substituting (2.4) into the symmetry condition (2.3); the O(ε) terms yield the linearized

symmetry condition

η
(n) = ξ ωx +ηωy +η

(1)
ωy′+ · · ·+η

(n−1)
ωy(n−1) when (2.1) holds. (2.5)
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The function η(k)(k = 1,2, · · · ,n) can be obtained from equation (2.2). For k ≥ 1, we have

ŷ(k) =
Dxŷ(k−1)

Dxx̂
=

y(k)+ εDxη(k−1)+O(ε2)

1+ εDxξ +O(ε2)

= y(k)+ ε

(
Dxη

(k−1)− y(k)Dxξ

)
+O(ε2).

From (2.4), we obtain

η
(k)
(

x,y,y′, · · · ,y(k)
)
= Dxη

(k−1)− y(k)Dxξ . (2.6)

In this paper, we consider second-order ODEs of the form

y′′ = ω
(
x,y,y′

)
. (2.7)

The diffeomorphism of the form

(x̂, ŷ) = (x̂(x,y), ŷ(x,y))

is called a point symmetry. To find the Lie point symmetry of a second-order ODE, we just need

to calculate η(1) and η(2) first. Since the functions ξ and η depend upon x and y only, equation

(2.6) gives

η
(1) = ηx +(ηy−ξx)y′−ξyy′2, (2.8)

η
(2) = ηxx +(2ηxy−ξxx)y′+(ηyy−2ξxy)y′2−ξyyy′3 +(ηy−2ξx−3ξyy′)y′′. (2.9)

The linearized symmetry condition of (2.7) is obtained by substituting (2.8) and (2.9) into (2.5)

and then replacing y′′ by ω(x,y,y′). This gives

ηxx +(2ηxy−ξxx)y′+(ηyy−2ξxy)y′2−ξyyy′3

= (−ηy +2ξx +3ξyy′)ω +ξ ωx +ηωy +{ηx +(ηy−ξx)y′−ξyy′2}ωy′, (2.10)

which can be solved in some cases. Since ξ and η are independent of y′, then (2.10) can be decom-

posed into a system of PDEs, which are the determining equations for the Lie point symmetries.

Similarly, for higher-order ODEs, we can also obtain the linearized symmetry condition, which is

complicated.
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2.2 Infinitesimal Generator and Canonical Coordinates

Suppose that a first-order ODE has a one-parameter Lie group of symmetries, whose tan-

gent vector at (x,y) is (ξ ,η). Then the partial differential operator

X = ξ (x,y)∂x +η(x,y)∂y

is called the infinitesimal generator of the Lie group. To deal with the action of Lie symmetries

on derivatives of order n or smaller, we introduce the prolonged infinitesimal generator

X (n) = ξ ∂x +η∂y +η
(1)

∂y′+ · · ·+η
(n)

∂y(n).

The coefficient of ∂y(n) is the O(ε) term in the expansion of ŷ(k), and so X (n) is associated with the

tangent vector in the space of variables (x,y,y′, · · · ,y(n)). We can use the prolonged infinitesimal

generator to write the linearized symmetry condition (2.5) in a compact form:

X (n)
(

y(n)−ω(x,y,y′, . . . ,y(n−1))
)
= 0 when (2.1) holds.

Let L denotes the set of all infinitesimal generators of one-parameter Lie groups of point

symmetries of an ODE of order n≥ 2. The linearized symmetry condition is linear in ξ and η , and

so

X1,X2 ∈L ⇒ c1X1 + c2X2 ∈L ∀c1,c2 ∈ R.

Hence L is a vector space. The dimension of this vector space is the number of arbitrary constants

that appear in the general solution of the linearized symmetry condition.

We know that if an ordinary differential equation admits an infinitesimal generator, then

there exists a pair of variables

r = r(x,y) and s = s(x,y),

which are called canonical coordinates, with r and s(s 6= 0) being arbitrary particular solutions of

the first-order linear partial equations

ξ (x,y)
∂ r
∂x

+η(x,y)
∂ r
∂y

= 0,
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ξ (x,y)
∂ s
∂x

+η(x,y)
∂ s
∂y

= 1.

The change of coordinates should be invertible in some neighbourhood of (x,y), so we impose the

nondegeneracy condition

rxsy− rysx 6= 0.

Suppose that ξ (x,y) 6= 0. The invariant canonical coordinate r(x,y) is a first integral of

dx
ξ (x,y)

=
dy

η(x,y)
.

The coordinate s(x,y) is obtained by quadrature

s(x,y) =
∫ dx

ξ (x,y(r,x))
,

here the integral is evaluated with r being treated as a constant. Similarly, if ξ (x,y) = 0 and

η(x,y) 6= 0 then

r = x and s =
∫ dy

η(x,y)
,

are canonical coordinates.

2.3 How to obtain Lie point symmetries of PDEs

Considering PDEs with one dependent variable, u and two independent variables, x and t.

A point transformation is a diffeomorphism

Γ : (x, t,u) 7→ (x̂(x, t,u), t̂(x,y,u), û(x, t,u)) .

This transformation maps the surface u = u(x, t) to the following surface:

x̂ = x̂(x, t,u(x, t)) ,

t̂ = t̂ (x, t,u(x, t)) ,

û = û(x, t,u(x, t)) .

(2.11)

To calculate the prolongation of a given transformation, we need to differentiate (2.11) with respect

to each parameters x and t. To do this, we introduce the following derivatives:

Dx = ∂x +ux∂u +uxx∂ux +uxt∂ut + · · · ,

Dt = ∂t +ut∂u +uxt∂ux +utt∂ut + · · · .
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the first two equations of (2.11) may be inverted (locally) to give x and t in terms of x̂ and t̂,

provided that the Jacobian is nonzero, that is,

J =

∣∣∣∣∣∣∣
Dxx̂ Dxt̂

Dt x̂ Dt t̂

∣∣∣∣∣∣∣ 6= 0 when u = u(x, t). (2.12)

If (2.12) is satisfied, then the last equation of (2.11) can be rewritten as

û = û(x̂, t̂). (2.13)

Applying the chain rule to (2.13), we obtainDxû

Dt û

=

Dxx̂ Dxt̂

Dt x̂ Dt t̂


 ûx̂

ût̂

 ,
and therefor by Cramer’s rule

ûx̂ =
1

J

∣∣∣∣∣∣∣
Dxû Dxt̂

Dt û Dt t̂

∣∣∣∣∣∣∣ , ût̂ =
1

J

∣∣∣∣∣∣∣
Dxx̂ Dxû

Dt x̂ Dt û

∣∣∣∣∣∣∣ . (2.14)

Similarly, we can obtain the second-order prolongations by repeating the above argument.

ûx̂x̂ =
1

J

∣∣∣∣∣∣∣
Dxûx̂ Dxt̂

Dt ûx̂ Dt t̂

∣∣∣∣∣∣∣ , ût̂ t̂ =
1

J

∣∣∣∣∣∣∣
Dxx̂ Dxût̂

Dt x̂ Dt ût̂

∣∣∣∣∣∣∣ ,
ûx̂t̂ =

1
J

∣∣∣∣∣∣∣
Dxût̂ Dxt̂

Dt ût̂ Dt t̂

∣∣∣∣∣∣∣=
1

J

∣∣∣∣∣∣∣
Dxx̂ Dxûx̂

Dt x̂ Dt ûx̂

∣∣∣∣∣∣∣ .
(2.15)

Define point symmetries of an nth order PDE:

∆(x, t,u,ux,ut , ...) = 0. (2.16)

For simplicity, we shall restrict attention to PDEs of the form

∆ = uσ −ω(x, t,u,ux,ut , . . .) = 0,

where uσ is one of the nth order derivatives of u and ω is independent of uσ . And the point

transformation Γ is a point symmetry of (2.16) if

∆(x̂, t̂, û, ûx̂, ût̂ , ...) = 0 when (2.16) holds. (2.17)
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Typically, the symmetry condition (2.17) is extremely complicated, so we shall not try to solve it

directly. Nevertheless, it is quite easy to check whether or not a given point transformation is a

symmetry of a particular PDE.

Generally speaking, we do not know a prior what form the point symmetries of a given

PDE will take. However, it is usually possible to carry out a systematic search for one-parameter

Lie groups of point symmetries. We seek point symmetries of the form

x̂ = x+ εξ (x, t,u)+O(ε2),

t̂ = t + ετ(x, t,u)+O(ε2),

û = u+ εη(x, t,u)+O(ε2).

(2.18)

Just as for Lie point transformations of the plane, each one-parameter (local) Lie group of point

transformation is obtained by exponentiating its infinitesimal generator, which is

X = ξ ∂x + τ∂t +η∂u.

Equivalently, we can obtain (x̂, t̂, û) by solving

dx̂
dε

= ξ (x̂, t̂, û),
dt̂
dε

= τ(x̂, t̂, û),
dû
dε

= η(x̂, t̂, û),

subject to the initial conditions

(x̂, t̂, û)
∣∣
ε=0 = (x, t,u).

A surface u = u(x, t) is mapped to itself by the group of transformations generated by X if

X(u−u(x, t)) = 0 when u = u(x, t). (2.19)

This condition can be expressed neatly by using the characteristic of the group, which is

Q = η−ξ ux− τut .

From (2.19), the surface u = u(x, t) is invariant provided that

Q = 0 when u = u(x, t). (2.20)
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Equation (2.20) is called the invariant surface condition; it is central to some of the main tech-

niques for finding exact solutions of PDEs. The prolongation of the point transformation (2.18) to

first derivatives is

ûx̂ = ux + εη
x(x, t,u,ux,ut)+O(ε2),

ût̂ = ut + εη
t(x, t,u,ux,ut)+O(ε2),

where, form (2.14),

η
x(x, t,u,ux,ut) = Dx−uxDxξ −utDxτ,

η
t(x, t,u,ux,ut) = Dt−uxDtξ −utDtτ.

The transformation is prolonged to higher-order derivatives recursively, using (2.15). Suppose that

ûJ = uJ + εη
J +O(ε2),

where

uJ =
∂ j1+ j2u
∂x j1∂ t j2

, ûJ =
∂ j1+ j2 û
∂ x̂ j1∂ t̂ j2

,

for some numbers j1 and j2. Then (2.15) yields

ûJx̂ = uJx + εη
Jx +O(ε2),

ûJt̂ = uJt + εη
Jt +O(ε2),

where
η

Jx = DJ
x−uJxDxξ −uJtDxτ,

η
Jt = DJ

t −uJxDtξ −uJtDtτ.

(2.21)

The infinitesimal generator is prolonged to derivatives by adding all terms of the form ηJ∂uJ

up to the desired order. For example,

X (1) = ξ ∂x + τ∂t +η∂u +η
x
∂ux +η

t
∂ut = X +η

x
∂ux +η

t
∂ut ,

X (2) = X (1)+η
xx

∂uxx +η
xt

∂uxt +η
tt

∂utt .
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From now on, we adopt the convention that the generator is pronged as many times as is needed

to describe the group’s action on all variables. To find the Lie point symmetries, we need explicit

expression for (2.21). Then Lie point symmetries are obtained by differentiating the symmetry

condition (2.17) with respect to ε at ε = 0. We obtain the linearized symmetry condition

X4= 0 when 4= 0. (2.22)

The restriction (2.16) enables us to eliminate uσ from (2.22); then we split the remaining terms

(according to their dependence on derivatives of u) to obtain a linear system of determining equa-

tions for ξ ,τ and η . The vector space L of all Lie point symmetry generators of a given PDE is a

Lie algebra, although it may not be finite dimensional.

Since the late 1980s, quite a few mathematicians and physicists have obtained explicit ex-

act solutions to the Burgers-KdV equation by various methods. Feng[7, 9, 8, 6] proposed a new

approach by applying the first integral method to study the compound Burgers-KdV equation and

Burger-KdV equation. Applying Lie point symmetry method, we can get the first integrals of

PDEs. The first integral method is a powerful solution method for the computation of exact trav-

eling wave solutions. This method is one of the most direct and effective algebraic methods for

finding exact solutions of nonlinear partial differential equations. Different from other traditional

methods, the first integral method has many advantages, which is the avoidance of a great deal of

complicated and tedious calculations resulting in more exact and explicit traveling solitary solu-

tions with high accuracy[23]. In this paper, we focus on the first integrals of ODEs, for PDEs, we

will present them in the future.
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CHAPTER III

NONLINEAR OSCILLATORS AND SYSTEMS

3.1 Determining systems for the infinitesimal generator

Considering a second-order nonlinear ordinary differential equation of the form

y′′+(k1yq + k2)y′+ k3y2q+1 + k4yq+1 +λ1y = 0,q ∈ R. (3.1)

where k′is, i = 1,2,3,4, and λ1 are arbitrary parameters. In this chapter, we assume that q is

arbitrary. For the general cases, we will present in the following sections. Chandrasekar et al. [3]

used the generalized extended Prelle-Singer procedure to identify the first integrals of Eq. (3.1).

Feng [11] applied Lie symmetry to find the first integrals of Eq. (3.1) when the exponent q is

arbitrary. Now, let us apply the method of Lie point symmetry [21, 17] to find new first integrals

of Eq. (3.1) under some certain parametric conditions. Following procedures to determine the

symmetries of a differential equation introduced in Chapter 2, we can get the linearized symmetry

condition concerning Eq. (3.1). Although (2.10) looks complicated, it is not difficult to solve

ξ (x,y) and η(x,y). Since the unknown functions do not depend on the derivative y′, after setting the

coefficients of the powers (y′)i(i = 0,1,2,3) in (2.10) to zero, the linearized symmetry condition

(2.10) can be decomposed into the determining equations as follows

[y′]3 : ξyy = 0, (3.2)

[y′]2 : ηyy−2ξxy =−2ξyk1yq−2ξyk2, (3.3)

[y′]1 : 2ηxy−ξxx =−ξx(k1yq + k2)−3k3ξyy2q+1−3k4ξyyq+1−3λ1ξyy (3.4)

−qk1ηyq−1,
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[y′]0 : ηxx =−2k3ξxy2q+1−2k4ξxyq+1−2λ1ξxy+ k3ηyy2q+1 + k4ηyyq+1

+λ1ηyy− (2q+1)k3ηy2q− (q+1)k4ηyq−λ1η− (k1yq + k2)ηx. (3.5)

The first equation (3.2) gives

ξ = a(x)y+b(x). (3.6)

Substituting (3.6) into (3.3), we have

η =− 2a(x)k1

(q+1)(q+2)
yq+2 +{a′(x)−a(x)k2}y2 + c(x)y+d(x), (3.7)

where q 6= −1 and q 6= −2. And a(x), b(x), c(x) and d(x) are functions of x to be determined.

Plugging (3.6) and (3.7) into (3.4) leads to

[y2q+1] :−3k3a+
2k2

1q
(q+1)(q+2)

a = 0,

[yq+1] :
(q−1)(q+3)

q+1
k1a′+3k4a− k1k2qa = 0,

[yq] : k1b′+ k1qc = 0,

[yq−1] : k1qd = 0,

[y] : a′′− k2a′+λ1a = 0,

[y0] : 2c′−b′′+ k2b′ = 0.

(3.8)
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Similarly, plugging (3.6) and (3.7) into (3.5), we find that

[y3q+2] : k1k3a = 0,

[y2q+2] : (2q−1)k2k3a− k3(2q+1)a′+
2k2

1
(q+1)(q+2)

a′− 2k1k4

(q+1)(q+2)
a = 0,

[y2q+1] : k3b′+qk3c = 0,

[y2q] : k3(2q+1)d = 0,

[yq+2] :
q(q+3)

(q+1)(q+2)
k1a′′− (q−1)k2k4a+(q+1)k4a′+

2k1λ1

q+2
a

− q2 +3q+4
(q+1)(q+2)

k1k2a′ = 0,

[yq+1] : 2k4b′+qk4c+ k1c′ = 0,

[yq] : (q+1)k4d + k1d′ = 0,

[y2] : a′′′+ k2λ1a+λ1a′− k2
2a′ = 0,

[y] : c′′+2λ1b′+ k2c′ = 0,

[y0] : d′′+λ1d + k2d′ = 0.

(3.9)

In this section, we also assume that q 6= 0, 1
2 ,−

1
2 ,

1
3 ,−

1
3 ,1 or 2. Since we can combine the coeffi-

cients of y with the same power, this assumption can avoid this case. In following sections, we will

state these cases in detail.

3.2 Integrable cases under certain parametric conditions

Case 1: k1,k2,k3,k4 and λ1 are arbitrary.

The first equation in (3.9) gives

k1k3a = 0,

which means a(x) = 0. The forth equation in (3.8) gives

k1qd = 0,
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which means d(x) = 0. Then the determining system for b(x) and c(x) is reduced to

2c′−b′′+ k2b′ = 0, (3.10)

qc+b′ = 0, (3.11)

c′′+2λ1b′+ k2c′ = 0, (3.12)

2k4b′+qk4c+ k1c′ = 0. (3.13)

Substituting (3.11) into (3.10), we get

c(x) = c0e
k2q
q+2 x, b(x) =−(q+2)c0

k2
e

k2q
q+2 x + c1,

where c0 and c1 are constants. Substituting b(x) and c(x) into (3.12) and (3.13), we obtain para-

metric conditions

λ1 =
q+1

(q+2)2 k2
2, k4 =

k1k2

q+2
, (3.14)

respectively. Hence, the general solution of the linearized symmetry condition is

ξ =−(q+2)c0

k2
e

k2q
q+2 x + c1, η = c0e

k2q
q+2 xy.

Using ξ and η , every infinitesimal generator is of the form

χ = c0χ0 + c1χ1,

where

χ0 =−
(q+2)

k2
e

k2q
q+2 x

∂x + e
k2q
q+2 xy∂y,

χ1 = ∂x.

For the generator χ1, it is a homothety operator. Generally, it is hard to use this operator to find

the first integrals of complicated second-order nonlinear ODEs. So we choose χ0, which is a

translation operator, as a generator to get canonical coordinates. Note that in the following cases,

we assume that c0 = 1,c1 = 0 to get the generator χ0.
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The invariant canonical coordinate r(x,y) is a first integral of

dx
ξ (x,y)

=
dy

η(x,y)
.

Then we obtain

r(x,y) =
q+2

k2
e

k2
q+2 xy. (3.15)

The coordinate s(x,y) is obtained by quadrature:

s(x,y) =
∫ dx

ξ (x,y(r,x))
.

It is readily to get

s(x,y) =
1
q

e−
qk2
q+2 x. (3.16)

Equations (3.15) and (3.16) can be rewritten to the parametric form [12]

x =−q+2
qk2

ln(qs), y =
k2

q+2
(qs)

1
q r. (3.17)

Using the nonlinear transformations (3.17) yields [12]

∂y
∂x

=−
k2

2
(q+2)2 q

q+1
q

(
rss

q+1
q +

1
q

rs
1
q

)
, (3.18)

∂ 2y
∂ 2x

=
k3

2
(q+2)3 q

2q+1
q

(
rsss

2q+1
q +

q+2
q

rss
q+1

q +
1
q2 rs

1
q

)
. (3.19)

Substituting equations (3.18) and (3.19) into equation (3.1), under parametric condition (3.14),

we obtain

rss =
k1kq−1

2
(q+2)q−1 rsrq−

k3k2q−2
2

(q+2)2q−2 r2q+1, (3.20)

which is integrated as

2k1√
k2

1−4(q+1)k3

tanh−1

k1(q+2)kq
2rq+1−2k2(q+1)(q+2)qrs

(q+2)kq
2rq+1

√
k2

1−4(q+1)k3


+ ln

[
k3k2q−2

2 r2q+2− k1kq−1
2 (q+2)q−1rs +(q+1)(q+2)2q−2r2

s

]
= I, (3.21)

where I is an arbitrary constant. Using the inverse transformation of (3.17), we have

rs =−
q+2

k2
e
(q+1)k2

q+2 xy− (q+2)2

k2
2

e
(q+1)k2

q+2 xy′, (3.22)

19



where k2y+(q+2)y′ 6= 0.

(i): If k3 6=
k2

1
4(q+1) , substituting equation (3.22) into (3.21), we obtain the first integral of equation

(3.1) as [3, 11]

2k1√
k2

1−4(q+1)k3

tanh−1

k1yq+1 + 2k2(q+1)
q+2 y+2(q+1)y′√

k2
1−4(q+1)k3yq+1

+ 2q+2
q+2

k2x+

ln
[
(q+2)yq+1[k3(q+2)yq+1 + k1k2y+ k1(q+2)y′]+ (q+1)[k2y+(q+2)y′]2

]
= I.

(ii): If k3 =
k2

1
4(q+1) , equation (3.20) can be integrated as

1

1− 2k2(q+2)q(q+1)rs
k1kq

2(q+2)rq+1

+ ln
[

1− 2k2(q+2)q(q+1)rs

k1kq
2(q+2)rq+1

]
+ ln(rq+1) = I. (3.23)

Substituting equation (3.22) into (3.23), we obtain the first integral of equation (3.1) as [3, 11]

q+1
q+2

k2x+ ln
[

k1yq+1 +2(q+1)y′+
2(q+1)

q+2
k2y
]

+
k1(q+2)yq+1

k1(q+2)yq+1 +2(q+1)k2y+2(q+1)(q+2)y′
= I.

Case 2: k3 = 0, k1,k2,k4 and λ1 are arbitrary.

In this case, Eq. (3.1) becomes the Duffing van der Pol type oscillator. The first integral of

this kind of oscillator is presented in [3, 12].

By the first equation and the forth equation in (3.8), we obtain a(x) = 0 and d(x) = 0. Then

the determining system for b(x) and c(x) is same as case 1. So we obtain

c(x) = c0e
k2q
q+2 x, b(x) =−(q+2)c0

k2
e

k2q
q+2 x + c1,

where c0 and c1 are arbitrary constants and same parametric conditions

λ1 =
q+1

(q+2)2 k2
2, k4 =

k1k2

q+2
. (3.24)

Using

ξ =−q+2
k2

e
k2q
q+2 x, η = e

k2q
q+2 xy,
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and following procedures (3.15) to (3.20), under parametric condition (3.24), we obtain

rss =
k1kq−1

2
(q+2)q−1 rsrq,

which is integrated as

rs =
k1kq−1

2
(q+1)(q+2)q−1 rq+1 + I1, (3.25)

where I1 is an arbitrary constant. Substituting equation (3.22) into (3.25), we obtain the first

integral of equation (3.1) as

e
(q+1)k2

q+2 x
(

y′+
k2

q+2
y+

k1

q+1
yq+1

)
= I1.

Note that this first integral is same as the results in [3, 12].

Case 3: k1 = 0,k3 = 0 and k2,k4,λ1 are arbitrary.

In this case, Eq. (3.1) becomes the Duffing-type oscillator. Similarly, the first integral of

this oscillator is presented in [3, 12].

The second equation in (3.8) gives a(x) = 0. And the seventh equation in (3.9) gives

d(x) = 0. The determining system for b(x) and c(x) is reduced to

2c′−b′′+ k2b′ = 0, (3.26)

qc+2b′ = 0, (3.27)

c′′+2λ1b′+ k2b′ = 0. (3.28)

Substituting (3.27) into (3.26), we get

c(x) = c0e
qk2
q+4 x, b(x) =−(q+4)c0

2k2
e

qk2
q+4 x + c1,

where c0 and c1 are arbitrary constants. In this case, we assume q 6= −4. If q = −4, then we

get c(x) = 0, the equation (3.1) is partially integrable. Substituting b(x) and c(x) into (3.28), we

obtain one parametric condition

λ1 =
2(q+2)
(q+4)2 k2

2. (3.29)
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Assuming c0 = 1,c1 = 0 yields

ξ =−q+4
2k2

e
qk2
q+4 x, η = e

qk2
q+4 xy.

Using ξ and η , we have

r(x,y) =
q+4
2k2

e
2k2
q+4 xy, (3.30)

s(x,y) =
2
q

e−
qk2
q+4 x. (3.31)

Formulas (3.30) and (3.31) can be rewritten to the parametric form

x =−q+4
qk2

ln
(qs

2

)
, y =

2k2

q+4

(qs
2

) 2
q

r. (3.32)

Using the nonlinear transformations (3.32) yields

∂y
∂x

=−
2qk2

2
(q+4)2

(q
2

) 2
q
(

rss
q+2

q +
2
q

rs
2
q

)
, (3.33)

∂ 2y
∂ 2x

=
2q2k3

2
(q+4)3

(q
2

) 2
q
[

rsss
2q+2

q +

(
1+

4
q

)
rss

q+2
q +

4
q2 rs

2
q

]
. (3.34)

Substituting equations (3.33) and (3.34) into equation (3.1), under parametric condition (3.29),

we obtain

rss =−k4

(
2k2

q+4

)q−2

rq+1,

which is integrated as

r2
s =−

2k4

q+2

(
2k2

q+4

)q−2

rq+2 + I2, (3.35)

where I2 is an arbitrary constant. Using the inverse transformation of (3.32), we have

rs =−
q+4
2k2

e
k2(q+2)

q+4 x
(

y+
q+4
2k2

y′
)
, (3.36)

where 2k2y+(q+4)y′ 6= 0. Substituting equation (3.36) into (3.35), we obtain the first integral of

equation (3.1) as [3, 12]

e
2(q+2)k2

q+4 x
[

y′2

2
+

2k2

(q+4)
yy′+

2k2
2

(q+4)2 y2 +
k4

q+2
yq+2

]
= I2.
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Case 4: k1 = 0, k4 = 0 and k2,k3,λ1 are arbitrary.

The first equation in (3.8) and the forth equation in (3.9) gives a(x) = 0 and d(x) = 0. Then we

can solve for b(x) and c(x) by following system

2c′−b′′+ k2b′ = 0, (3.37)

qc+b′ = 0, (3.38)

c′′+2λ1b′+ k2c′ = 0. (3.39)

Substituting (3.38) into (3.37), we get

c(x) = c0e
qk2
q+2 x, b(x) =−(q+2)c0

k2
e

qk2
q+2 x + c1,

where c0 and c1 are constants. Substituting b(x) and c(x) into (3.39), we obtain one parametric

condition

λ1 =
q+1

(q+2)2 k2
2. (3.40)

We assume c0 = 1,c1 = 0, then

ξ =−q+2
k2

e
qk2
q+2 x, η = e

qk2
(q+2)xy.

Following procedures (3.15) to (3.20), under parametric condition (3.40), we obtain

rss =−
k3k2q−2

2
(q+2)2q−2 r2q+1,

which is integrated as

r2
s =−

k3k2q−2
2

(q+1)(q+2)2q−2 r2q+2 + I3, (3.41)

where I3 is an arbitrary constant. Substituting equation (3.22) into (3.41), we obtain the first

integral of equation (3.1) as

e
(2q+2)k2

q+2 x
[

k2
2

2(q+2)2 y2 +
k2

q+2
yy′+

y′2

2
+

k3

2q+2
y2q+2

]
= I3.

Note that the first integrals in this chapter are identical to the results in [3]. For other cases

of k1,k2,k3,k4 and λ1, the original equation is partially integrable or the first integral can be derived
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directly without applying Lie point symmetry. So it is not meaningful to mention them. But the

value of q may effect the first integrals of equation (3.1). For example, in this chapter, if q = −1

or −2, the tangent vector η(x,y) is undefined. However, we can still obtain the first integrals of

equation (3.1) when q =−1,−2. And when q = 1, if we combine the coefficients of yq with y and

other y with same power, then the determining system for the infinitesimal generator may change.

But if q = 2, 1
2 ,−1

2 , 1
3 , or -1

3 , the integrable cases are same as this chapter. In the following chapter,

we will consider these values of q which are not included in this chapter.
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CHAPTER IV

PARTICULAR CASES

4.1 Integrable cases of q=1

In the proceeding section, if q = 1, the determining system for the infinitesimal generator

will change. Equation (3.1) becomes

y′′+(k1y+ k2)y′+ k3y3 + k4y2 +λ1y = 0. (4.1)

By (3.6) and (3.7), we obtain

ξ = a(x)y+b(x), (4.2)

and

η =−a(x)k1

3
y3 +{a′(x)−a(x)k2}y2 + c(x)y+d(x), (4.3)

where a(x), b(x), c(x) and d(x) are functions of x to be determined. Same as Chapter 3, substituting

(4.2) and (4.3) into (3.4) and (3.5), we obtain two systems

[y3] : k2
1a−9k3a = 0,

[y2] : k1k2a−3k4a = 0,

[y] : 3k2a′−3a′′−3λ1a− k1b′− k1c = 0,

[y0] : b′′−2c′− k2b′− k1d = 0.

(4.4)
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and
[y4] : 3k2k3a− k1k4a−9k3a′+ k2

1a′ = 0,

[y3] :−6k4a′−2k1λ1a−2k1a′′+4k1k2a′−6k3c−6k3b′ = 0,

[y2] :−k4c−2k4b′−3k3d− k1c′+ k2
2a′−a′′′−λ1a′−λ1k2a = 0,

[y] : 2λ1b′+2k4d + k1d′+ k2c′+ c′′ = 0,

[y0] : d′′+ k2d′+λ1d = 0.

(4.5)

Clearly, these two systems are different from Chapter 3, since we combine some equations together.

Case 1: k1,k2,k3, k4 and λ1 are arbitrary.

In order to solve a(x),b(x),c(x) and d(x) easily, we assume following conditions.

Condition (1):

k2
1 = 9k3, k1k2 = 3k4. (4.6)

From above parametric condition, the first and second equation in system (4.4) and the first equa-

tion in system (4.5) are always true. In addition, by the parametric condition (4.6), we obtain the

third equation in system (4.4) and the second equation in system (4.5) are equivalent, which can

be simplified as

3(a′k2−a′′−λ1a)− k1(b′+ c) = 0.

Let b′+ c = 0, then the determining system for a(x), b(x), c(x) and d(x) is reduced to

a′′− k2a′+λ1a = 0, (4.7)

a′′′+(λ1− k2
2)a
′+ k2λ1a+(k4c−3k3d− k1c′) = 0, (4.8)

−3c′+ k2c− k1d = 0, (4.9)

d′′+ k2d′+λ1d = 0, (4.10)

2λ1c− k2c′− c′′−2k4d− k1d′ = 0. (4.11)

Under the parametric condition (4.6), in equation (4.8), we obtain

k4c−3k3d− k1c′ =
k1

3
(−3c′+ k2c− k1d) = 0.
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By equations (4.7) and (4.10), we get

a(x) = c0ep+k2x, d(x) = c1epx, (4.12)

where p =
−k2±
√

k2
2−4λ1

2 and c0,c1 are constants. Then from (4.9), we obtain

c(x) = c2e
k2
3 x− k1c1

3p− k2
epx, (4.13)

where p 6= k2
3 , c2 is a constant. If p = k2

3 , then d(x) = 0. Plugging (4.12) and (4.13) into (4.11),

we can get parametric conditions

λ1 =
2k2

2
9

, p =−k2

3
. (4.14)

As a result of this, we obtain

a(x) = c0e
2k2

3 x, b(x) =−3c2

k2
e

k2
3 x +

3k1c1

2k2
2

e−
k2
3 x + c3,

c(x) = c2e
k2
3 x +

k1c1

2k2
e−

k2
3 x, d(x) = c1e−

k2
3 x,

which satisfy equations (4.7)− (4.11).

Every infinitesimal generator is of the from

χ = c0χ0 + c1χ1 + c2χ2 + c3χ3,

where

χ0 = e
2k2

3 xy∂x, χ1 =
3k1

2k2
2

e−
k2
3 x

∂x +

(
k1

2k2
e−

k2
3 xy+ e−

k2
3 x
)

∂y,

χ2 =−
3
k2

e
k2
3 x

∂x + e
k2
3 x

∂y, χ3 = ∂x,

which is a summary for two cases: d(x) = 0 and d(x) 6= 0. In general, for second-order ODEs, we

can only get 0, 1, 2, 3 or 8 infinitesimal generators for one case. Moreover, we can get 8 infinitesi-

mal generators if and only if the ODE either is linear, or is linearizable by a point transformation.

Part (a): If we choose χ1 as the infinitesimal generator, then assuming

ξ =
3
k2

e−
k2
3 x, η = e−

k2
3 x
(

y+
2k2

k1

)
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to make it simper to get canonical coordinates. We find that

r(x,y) = e−
k2
3 x
(

y+
2k2

k1

)
, s(x,y) = e

k2
3 x.

Then r(x,y) and s(x,y) can be written as

x =
3
k2

ln(s), y = rs− 2k2

k1
.

Using the nonlinear transformations of x and y yields

∂y
∂x

=
k2

3
(
rss2 + rs

)
, (4.15)

∂ 2y
∂ 2x

=
k2

2
9
(
rsss3 +3rss2 + rs

)
. (4.16)

Substituting equations (4.15) and (4.16) into equation (4.1), under the parametric condi-

tion (4.14), we obtain

rss =
3k1

k2
rsr−

k2
1

k2
2

r3,

which is integrated as
(k2rs + k1r2)2

2k2rs + k1r2 = I4, (4.17)

where I4 is a constant. Using the inverse transformation of x and y, we obtain

rs = e−
2k2

3 x
(
−y− 2k2

k1
+

3
k2

y′
)
, (4.18)

where

−y− 2k2

k1
+

3
k2

y′ 6= 0.

Plugging (4.18) into (4.17), the first integral of equation (4.1) is

e−
2k2

3 x

[(
3k1k2y+3k1y′+ k2

1y2 +2k2
2
)2

k1y2 +2k2y+6y′

]
= I4.

Part (b): If we choose χ2 to get canonical coordinates, we obtain

ξ =− 3
k2

e
k2
3 x, η = e

k2
3 xy.
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The canonical coordinates are

r(x,y) =
3
k2

e
k2
3 xy, s(x,y) = e−

k2
3 x.

Formulas of r(x,y) and s(x,y) can be rewritten to the parametric form

x =− 3
k2

ln(s), y =
k2

3
sr. (4.19)

Using the nonlinear transformations (4.19) yields

∂y
∂x

=−
k2

2
9
(
rss2 + rs

)
, (4.20)

∂ 2y
∂ 2x

=
k3

2
27

rsss3 +
k3

2
9

rss2 +
k3

2
27

sr. (4.21)

Substituting equations (4.20) and (4.21) into equation (4.1), under parametric conditions

k2
1 = 9k3, k1k2 = 3k4, λ1 =

2
9

k2
2,

we obtain

rss = k1rsr−
k2

1
9

r3,

which is integrated as
9r2

s + k2
1r4−6k1rsr2

k2
1r2−6k1rs

= I5, (4.22)

where I5 is an arbitrary constant. Using the inverse transformation of (4.19) yields

rs =−
3
k2

e
2k2

3 xy− 9
k2

2
e

2k2
3 xy′. (4.23)

where k2y+3y′ 6= 0. Substituting equation (4.23) into (4.22), we obtain the first integral of equa-

tion (4.1) as

e
2k2

3 x
[
(k2y+ k1y2 +3y′)2

k1y2 +2k2y+6y′

]
= I5.

Condition (2):

3k4 = k1k2, k2
1 6= 9k3.
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If k2
1 6= 9k3, then from the first equation in system (4.4), we can get a(x) = 0. Then by the third

equation in system (4.4), we obtain

b′+ c = 0. (4.24)

Plugging (4.24) into the forth equation in system (4.4) and the third equation in system (4.5), after

subtraction, we have

(9k3− k2
1)d = 0.

Clearly, we obtain d(x) = 0. The determining system for b(x) and c(x) is reduced to

b′′−2c′− k2b′ = 0, (4.25)

c+b′ = 0, (4.26)

2λ1b′+ k2c′+ c′′ = 0. (4.27)

Plugging (4.26) into (4.25), we get

c(x) = c0e
k2
3 x, b(x) =−3c0

k2
e

k2
3 x + c1,

where c0 and c1 are constants. Substituting b(x) and c(x) into (4.27), we obtain one parametric

condition

λ1 =
2
9

k2
2. (4.28)

Hence, the general solution of the linearized symmetry condition is

ξ =−3c0

k2
e

k2
3 x + c1, η = c0e

k2
3 xy.

Assuming c0 = 1,c1 = 0, then following procedures of part (b) in Condition (1), under the para-

metric condition (4.28), we obtain

rss = k1rrs− k3r3, (4.29)

which is integrated as

2k1√
k2

1−8k3

tanh−1

 k1r2−4rs√
k2

1−8k3r2

+ ln
(
k3r4− k1r2rs +2r2

s
)
= I6, (4.30)
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where I6 is an arbitrary constant.

(i): If k2
1 6= 8k3, substituting equation (4.23) into (4.30), we obtain the first integral of equation

(4.1) as

2k1√
k2

1−8k3

tanh−1

3k1y2 +4k2y+12y′

3
√

k2
1−8k3y2

+ 4k2

3
x

+ ln
[
3y2(3k3y2 + k1k2y+3k1y′)+2(k2y+3y′)2]= I6.

(ii): If k2
1 = 8k3, equation (4.29) can be integrated as

1
1− 4rs

k1r2

+ ln
(

1− 4rs

k1r2

)
+ ln(r2) = I6. (4.31)

Substituting equation (4.23) into (4.31), we obtain the first integral of equation (4.1) as

2k2

3
x+ ln

(
4k2y+3k1y2 +12y′

)
+

3k1y2

4k2y+3k1y2 +12y′
= I6.

Note that this first integral is identical to the results in [3].

Condition (3): If k4 6= 3k1k2, 9k3 = k2
1, we can only find the infinitesimal generator χ = ∂x,

which means equation (4.1) is partially integrable.

Case 2: k1 = 0, k2,k3,k4 and λ1 are arbitrary.

The first equation in (4.4) gives a(x) = 0. Then the determining system for b(x),c(x) and d(x)

yields

b′+ c = 0, (4.32)

b′′−2c′− k2b′ = 0, (4.33)

−k4c−2k4b′−3k3d = 0, (4.34)

2λ1b′+2k4d + k2c′+ c′′ = 0, (4.35)

d′′+ k2d′+λ1d = 0. (4.36)

Plugging (4.32) into (4.33), we obtain

c(x) = c0e
k2
3 x, b(x) =−3c0

k1
e

k2
3 x + c1,
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where c0, c1 are constants. Similarly, plugging b(x) and c(x) into (4.34), we can find

d(x) =
k4

3k3
c(x) =

k4c0

3k3
e

k2
3 x.

Then from (4.36), we can conclude a parametric condition

λ1 =−
4k2

2
9

. (4.37)

Substituting (4.37) into (4.35), we obtain another parametric condition

k2
4 =−2k2

2k3. (4.38)

Assuming c0 = 1,c1 = 0 yields

ξ =− 3
k2

e
k2
3 x, η = e

k2
3 x
(

y+
k4

3k3

)
.

It is readily to get

r(x,y) = e
k2
3 x
(

y+
k4

3k3

)
, s(x,y) = e−

k2
3 x.

Then we can find

x =− 3
k2

ln(s), y = rs− k4

3k3
,

which induce

∂y
∂x

=−k2

3
(
rss2 + rs

)
, (4.39)

∂ 2y
∂x2 =

k2
2

9
(
rsss3 +3rss2 + rs

)
. (4.40)

Substituting equations (4.39) and (4.40) into equation (4.1), under the parametric conditions

(4.37) and (4.38), we have

rss =−
9k3

k2
2

r3,

which is integrated as

r2
s =−

9k3

2k2
2

r4 + I7, (4.41)

where I7 is an arbitrary constant. Taking r(x,y) and s(x,y) into account yields

rs =−e
2k2

3 x
(

3
k2

y′+ y+
k4

3k3

)
. (4.42)
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where 9k3y′+3k2k3y+ k2k4 6= 0. Plugging (4.42) into (4.41), we obtain the first integral of equa-

tion (4.1) as

e
4k2

3 x
(
−5y2 +

9k3

2k2
2

y4 +
6k4

k2
2

y3− 2k4

3k3
y+

9
k2

2
y′2 +

2k4

k2k3
y′+

6
k2

yy′
)
= I7.

Case 3: k1 = 0,k4 = 0 and k2,k3 and λ1 are arbitrary.

Same as section (4.1.2), we have a(x) = 0. By (4.34), we have d(x) = 0. Then the determining

system for b(x) and c(x) is reduced to

b′′−2c′− k2b′ = 0, (4.43)

c+b′ = 0, (4.44)

2λ1b′+ k2c′+ c′′ = 0. (4.45)

Plugging (4.44) into (4.43), we get

c(x) = c0e
k2
3 x, b(x) =−3c0

k2
e

k2
3 x + c1,

where c0 and c1 are constants. Substituting b(x) and c(x) into (4.45), we obtain one parametric

condition

λ1 =
2
9

k2
2. (4.46)

Then, we obtain

ξ =−3c0

k2
e

k2
3 x + c1, η = c0e

k2
3 xy.

Let c0 = 1, c1 = 0 and following procedures of part (b) in case 1, under parametric condition

(4.46), we obtain

rss =−k3r3,

which is integrated as

r2
s =−

k3r4

2
+ I8, (4.47)

where I8 is an arbitrary constant. Substituting equation (4.23) into (4.47), we obtain the first

integral of equation (4.1) as

e
4k2

3 x
(

k2
2

18
y2 +

k2

3
yy′+

y′2

2
+

k3

4
y4
)
= I8.
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Note that this first integral is presented in [3].

Case 4: k1 = 0,k3 = 0, k2,k4 and λ1 are arbitrary.

In this case, Eq. (4.1) is the Helmholtz Oscillator[12]. The second equation in (4.4) yields

a(x) = 0. Then the determining system for b(x) and c(x) is reduced to

b′′−2c′− k2b′ = 0, (4.48)

c+2b′ = 0. (4.49)

2λ1b′+2k4d + k2c′+ c′′ = 0, (4.50)

d′′+ k2d′+λ1d = 0. (4.51)

Substituting (4.49) into (4.48), we obtain

c(x) = c0e
k2
5 x, b(x) =−5c0

2k2
e

k2
5 x + c1,

where c0 and c1 are constants. Substituting b(x) and c(x) into (4.50), we obtain one parametric

condition

d =
1

2k4

(
λ1−

6
25

k2
2

)
c. (4.52)

Similarly, substituting (4.52) into (4.51), we obtain another parametric condition

1
2k4

(
λ1−

6
25

k2
2

)(
λ1 +

6
25

k2
2

)
c = 0.

Part (c): λ1 =
6

25k2
2, then by equation (4.52), we have d(x) = 0. Assuming c0 = 1,c1 = 0

yields

ξ =− 5
2k2

e
k2
5 x, η = e

k2
5 xy.

Using ξ and η , we obtain the invariant canonical coordinates are

r(x,y) =
5

2k2
e

2k2
5 xy, s(x,y) = 2e−

k2
5 x. (4.53)

The canonical coordinates r(x,y) and s(x,y) can be rewritten to the parametric form

x =− 5
k2

ln
( s

2

)
, y =

k2

10
s2r. (4.54)
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Using the nonlinear transformations (4.54) yields

∂y
∂x

=−
k2

2
50
(
rss3 +2rs2) , (4.55)

∂ 2y
∂ 2x

=
k3

2
250

rsss4 +
k3

2
50

rss3 +
2k3

2
125

s2r. (4.56)

Substituting equations (4.55) and (4.56) into equation (4.1), under the parametric condition λ1 =

6k2
2/25, we obtain

rss =−
5k4

2k2
r2,

which is integrated as

r2
s =−

5k4

3k2
r3 + I9, (4.57)

where I9 is an arbitrary constant. Using the inverse transformation of (4.54), we have

rs =−
25
4k2

2
e

3k2
5 x
(

y′+
2
5

k2y
)
. (4.58)

where 5y′+2k2y 6= 0. Substituting equation (4.58) into (4.57), we obtain the first integral of equa-

tion (4.1) as

e
6k2

5 x
(

y′2

2
+

2k2

5
yy′+

2k2
2

25
y2 +

k4

3
y3
)
= I9.

Part (d): λ1 =− 6
25k2

2, then by equations b(x),c(x) and (4.52), we can get

c(x) = c0e
k2
5 x, b(x) =−5c0

2k2
e

k2
5 x + c1, d =−

6k2
2c0

25k4
e

k2
5 x.

Similarly, we assume c0 = 1,c1 = 0, then

ξ =− 5
2k2

e
k2
5 x, η = e

k2
5 x
(

y−
6k2

2
25k4

)
.

Using ξ and η , we obtain

r(x,y) = e
2k2

5 x
(

y−
6k2

2
25k4

)
, s(x,y) = 2e−

k2
5 x. (4.59)

Following procedures in part (c), under the parametric condition λ1 =−6k2
2/25, we have

rss =−
25k4

4k2
2

r2,
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which is integrated as

r2
s =−

25k4

6k2
2

r3 + I10. (4.60)

By equation (4.59), we can get

rs =−e
3k2

5 x
(

y−
6k2

2
25k4

+
5

2k2
y′
)
, (4.61)

where

y−
6k2

2
25k4

+
5

2k2
y′ 6= 0.

Plugging equation (4.61) into (4.60), we obtain the first integral of equation (4.1) as

e
6k2

5 x
(
−2y2 +

25
4k2

2
y′2 +

6k2
2

25k4
y+

5
k2

yy′− 6k2

5k4
y′+

25k4

6k2
2

y3
)
= I10.

These two first integrals of equation (4.1) are presented in [12, 1, 2, 13, 14].

Case 5: k3 = 0, k1,k2,k4 and λ1 are arbitrary.

Taking the first equation in (4.4) into account, we find a(x) = 0. The determining system for b(x)

and c(x) is reduced to

k4c+2k4b′+ k1c′ = 0, (4.62)

c+b′ = 0, (4.63)

b′′−2c′− k2b′− k1d = 0, (4.64)

2λ1b′+2k4d + k1d′+ k2c′+ c′′ = 0, (4.65)

d′′+ k2d′+λ1d = 0. (4.66)

Substituting (4.63) into (4.62), we find that

c(x) = c0e
k4
k1

x
, b(x) =−c0k1

k4
e

k4
k1

x
+ c1,

where c0 and c1 are constants. Substituting b(x) and c(x) into (4.64), we obtain a parametric

condition

d =
k1k2−3k4

k2
1

c. (4.67)
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Plugging b(x) and c(x) into (4.65), we obtain

2
(

λ1 +
4k2

4
k2

1
− 2k2k4

k1

)
c = 0. (4.68)

Plugging (4.67) into (4.66), we have

k1k2−3k4

k2
1

(
k2

4
k2

1
+

k2k4

k1
+λ1

)
c = 0. (4.69)

Combining (4.68) with (4.69), we have

3k4

k4
1
(k1k2−3k4)(k1k2− k4) = 0.

Part (e): k1k2 = 3k4, by equation (4.68), we obtain a parametric condition

λ1 =
2k2

2
9

.

And by equations b(x),c(x) and (4.67), we have

d(x) = 0, c(x) = c0e
k2
3 x, b(x) =−3c0

k2
e

k2
3 x + c1.

Then, by letting c0 = 1,c1 = 0, following procedures of part (b) in case 1, under parametric

conditions

k1k2 = 3k4, λ1 = 2k2
2/9,

we obtain

rss = k1rrs,

which is integrated as

rs =
k1

2
r2 + I11, (4.70)

where I11 is an arbitrary constant. Substituting equation (4.23) into (4.70), we obtain the first

integral of equation (4.1) as

e
2k2

3 x
(

y′+
k2

3
y+

k1

2
y2
)
= I11,

which is identical to the results in [3].
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Part (f): k1k2 = k4, from equation (4.68), we have

λ1 =−2k2
2.

From equations b(x),c(x) and (4.67), we have

b(x) =−c0

k2
ek2x + c1, c(x) = c0ek2x, d(x) =−2k2c0

k1
ek2x.

Assuming c0 = 1 and c1 = 0, we get

ξ =− 1
k2

ek2x, η = ek2xy− 2k2

k1
ek2x.

Taking ξ and η into account, we obtain

r(x,y) = ek2x
(

y− 2k2

k1

)
, s(x,y) = e−k2x. (4.71)

Equation (4.71) can be rewritten to the parametric form

x =− 1
k2

ln(s), y = rs+
2k2

k1
. (4.72)

Using the nonlinear transformations (4.72) yields

∂y
∂x

=−k2
(
rss2 + rs

)
, (4.73)

∂ 2y
∂ 2x

= k2
2
(
rsss3 +3rss2 + rs

)
. (4.74)

Substituting equations (4.73) and (4.74) into equation (4.1), under parametric conditions

k1k2 = k4, λ1 =−2k2
2,

we obtain

rss =
k1

k2
rrs,

which is integrated as

rs =
k1

2k2
r2 + I12, (4.75)
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where I12 is an arbitrary constant. Using the inverse transformation of (4.72) yields

rs =−e2k2x
(

y+
y′

k2
− 2k2

k1

)
, (4.76)

where k1k2y+ k1y′−2k2
2 6= 0. Substituting equation (4.76) into (4.75), we obtain the first integral

of equation (4.1) as

e2k2x (2y′−2k2y+ k1y2)= I12.

If k3 = k4 = 0 and k1,k2,λ1 are arbitrary, it is easy to check equation (4.1) is partially

integrable.

Case 6: k2 = 0, k1,k3,k4 and λ1 are arbitrary.

The second equation in (4.4) yields a(x) = 0. Then the determining system for b(x),c(x) and d(x)

yields

b′+ c = 0, (4.77)

b′′−2c′− k1d = 0, (4.78)

−k4c−2k4b′−3k3d− k1c′ = 0, (4.79)

2λ1b′+2k4d + k1d′+ c′′ = 0, (4.80)

d′′+λ1d = 0. (4.81)

Substituting (4.77) into (4.78), we have

d(x) =− 3
k1

c′. (4.82)

Similarly, substituting (4.77) and (4.82) into (4.79) gives

c = c0e
k1k4

k2
1−9k3

x
,

where c0 is a constant and k2
1−9k3 6= 0. Then from (4.81), we can get[

k2
1k2

4
(k2

1−9k3)2 +λ1

]
d = 0. (4.83)

Taking (4.83) and (4.80) into account yields

−
6k2

4
k2

1−9k3
c = 0.
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Since k4 is arbitrary, we obtain c(x) = d(x) = 0 and b(x) = c0. Assuming c0 = 1, then there is one

infinitesimal generator

χ = ∂x.

This indicates that only one infinitesimal generator is found, which means the differential equation

is partially integrable. If k2 = k3 = 0, k1,k4,λ1 are arbitrary, (4.1) is partially integrable. But if

k1 = k2 = 0, k3,k4,λ1 are arbitrary, we can get the first integral of (4.1) directly, which is

y′2

2
+

k3

4
y4 +

k4

3
y3 +

λ1

2
y2 = I13.

where I13 is an arbitrary constant.

Case 7: k2 = k4 = 0, k1,k3 and λ1 are arbitrary.

The determining system for a(x), b(x), c(x), and d(x) is reduced to

−3a′′− k1b′−3λ1a− k1c = 0, (4.84)

b′′−2c′− k1d = 0, (4.85)

−6k3c−2k1λ1a−2k1a′′−6k3b′ = 0, (4.86)

−λ1a′−3k3d− k1c′−a′′′ = 0, (4.87)

2λ1b′+ k1d′+ c′′ = 0, (4.88)

d′′+λ1d = 0. (4.89)

From (4.84), we find that

a′′+λ1a =−k1

3
(b′+ c).

Similarly, by (4.86), we have

a′′+λ1a =−3k3

k1
(b′+ c).

We assume that b′+ c = 0, then from (4.85), we obtain

c′ =−k1

3
d. (4.90)

Since a′′+λ1a = 0, then (4.87) becomes

3k3d + k1c′ = 0. (4.91)
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By (4.90) and (4.91), we get a parametric condition

9k3 = k2
1.

Taking (4.89) and (4.90) into account, we have

c′′+λ1c = 0. (4.92)

Then by (4.88), (4.90) and (4.92), we conclude another parametric condition

λ1 =−
k2

1
9
,

and

c(x) = d(x) = c0e−
k1
3 x, b(x) =

3c0

k1
e−

k1
3 x + c1,

where c0 and c1 are constants. As a result, we can get

a(x) = c2e−
k1
3 x,

where c2 is constant. The infinitesimal generator is

χ = c0χ0 + c1χ1 + c2χ2,

where

χ0 =
3
k1

e−
k1
3 x

∂x + e−
k1
3 x(y+1)∂y,

χ1 = ∂x, χ2 = ye−
k1
3 x

∂x.

We choose χ0 as the generator to get canonical coordinates. Here

ξ =
3
k1

e−
k1
3 x, η = e−

k1
3 x(y+1).

Using ξ and η , we obtain

r(x,y) = e−
k1
3 x(y+1), s(x,y) = e

k1
3 x. (4.93)
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From (4.93), we can solve x and y as follows

x =
3
k1

ln(s), y = rs−1.

From above equations, we have

∂y
∂x

=
k1

3
(
rss2 + rs

)
, (4.94)

∂ 2y
∂x2 =

k2
1

9
(
rsss3 +3rss2 + rs

)
. (4.95)

Plugging equations (4.94) and (4.95) into equation (4.1), under parametric conditions 9k3 = k2
1

and 9λ1 =−k2
1, we obtain

rss =−3rsr− r3,

which is integrated as
(rs + r2)2

2rs + r2 = I14, (4.96)

where I14 is an arbitrary constant. Using the inverse transformation of (4.93) yields

rs = e−
2k1

3 x
(

3
k1

y′− y−1
)
, (4.97)

where 3y′−k1y−k1 6= 0. Substituting (4.97) into (4.96), we get the first integral of equation (4.1)

as

e−
2k1

3 x
[
(k1y2 + k1y+3y′)2

k2
1y2 +6k1y′− k2

1

]
= I14.

Case 8: k4 = 0 and k1,k2,k3,λ1 are arbitrary.

By the second equation in (4.94), we obtain a(x)= 0. Then the determining equations for b(x),c(x)

and d(x) is reduced to

b′+ c = 0, (4.98)

b′′−2c′− k2b′− k1d = 0, (4.99)

3k3d + k1c′ = 0, (4.100)

2λ1b′+ k1d′+ k2c′+ c′′ = 0, (4.101)

d′′+ k2d′+λ1d = 0. (4.102)
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Substituting (4.98) and (4.100) into (4.99), we have

c(x) = c0e
3k2k3

9k3−k2
1

x
,

where c0 is a constant. We assume that 9k3− k2
1 6= 0, because if 9k3− k2

1 = 0, then c(x)=0, which

is a partially integrable case. By (4.100), we find that

d(x) =
−k1k2

9k3− k2
1

c(x).

Plugging d(x) into (4.102), we obtain[
36k2

2k2
3−3k2

1k2
2

(9k3− k1)2 +λ1

]
d(x) = 0.

If d(x) = 0, which means c(x) = 0, then we can not obtain the first integral. Thus we assume that

d(x) 6= 0, which means

λ1 =−
36k2

2k2
3−3k2

1k2
2

(9k3− k1)2 . (4.103)

Substituting (4.103), b(x),c(x) and d(x) into (4.101), we have

12k2
2k3

9k3− k2
1

c(x) = 0,

which is a contradiction with k2,k3 are arbitrary. Hence, we conclude Eq. (4.1) in this case is

partially integrable. For other cases, we can also obtain the partially integrable equations or we

can get the first integral directly.

4.2 Integrable cases identical to Chapter 3

If q = 2, the determining system for a(x),b(x),c(x) and d(x) is different from the case q is

arbitrary. For example, we can combine the coefficients for yq and y2 together. But we can check

that the parametric conditions for q = 2 and q is arbitrary to determine the first integral is identical,

same as in [3]. So we just need plugging q = 2 into the first integrals in Chapter 3 to get the first

integrals for q=2, which are as follows:

(1) k1 = k4 = 0, k2,k3,λ1 are arbitrary.

e
3k2

2 x
(

k2
2

32
y2 +

k2

4
yy′+

y′2

2
+

k3

6
y6
)
= I, with λ1 =

3
16

k2
2.
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(2) k1 = 0,k3 = 0 and k2,k4,λ1 are arbitrary. In this case, Eq. (3.1) is the Damped duffing equation.

e
4k2

3 x
(

y′2

2
+

k2

3
yy′+

k2
2

18
y2 +

k4

4
y4
)
= I1, with λ1 =

2
9

k2
2.

(3) k3 = 0 and k1,k2,k4,λ1 are arbitrary. In this case, Eq. (3.1) is the force-free Duffing-van der

Pol oscillator.

e
3k2

4 x
(

y′+
k2

4
y+

k1

3
y3
)
= I2, with λ1 =

3
16

k2
2, k4 =

k1k2

4
.

The results on the first integral established in [12, 15] agree with this case.

(4) k1,k2,k3,k4,λ1 are arbitrary.

2k1√
k2

1−12k3

tanh−1

k1y3 + 3k2
2 y+6y′√

k2
1−12k3y3

+ 3k2

2
x

+ ln
[
4y3(4k3y3 + k1k2y+4k1y′)+3(k2y+4y′)2]= I3,

where k3 6=
k2

1
12 .

3k2

4
x+ ln

(
2k1y3 +3k2y+12y′

)
− 3(k2y+4y′)

2k1y3 +3k2y+12y′
= I3,

where k3 =
k2

1
12 . In this case,

λ1 =
3

16
k2

2, k4 =
k1k2

4
.

Similarly, if q = 1
2 , −1

2 , 1
3 , or -1

3 , we can substitute the values of q into the first integrals in

chapter 3, respectively to get the first integrals for different values of q.

If q = 0, the determining system for ξ and η is different from Chapter 3, but it is easy to

get first integral in this case. Then the equation (3.1) becomes

y′′+(k1 + k2)y′+(k3 + k4 +λ1)y = 0.

Assume that

k1 + k2 = α, k3 + k4 +λ1 = β .

(i): If α2 = 4β , then the first integral is

αy
αy+2y′

+ ln(αy+2y′) = I15.
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(ii): If α2 6= 4β , the first integral is

1
2

ln
[

αy′

y
+β +

y′2

y2

]
+ ln(y)− α√

4β −α2
tan−1

 α + 2y′
y√

4β −α2

= I15.

In Chapter 3, if q = −1 or q = −2, the function η(x,y) is undefined. But if q = −1 or

q=−2, we can get new infinitesimal generators, which means new first integrals will be generated.

In the following two sections, we will show the new results induced by the cases q = −1 and

q =−2.

4.3 Integrable cases of q=-1

If q =−1, the equation (3.1) becomes

y′′+
(

k1

y
+ k2

)
y′+

k3

y
+λ1y+ k4 = 0. (4.104)

Plugging q =−1 into (3.6) and (3.7), we obtain

ξ (x,y) = a(x)y+b(x),

η(x,y) =−2k1a(x)y ln(y)+{a′(x)− k2a(x)}y2 +{2k1a(x)+ c(x)}y+d(x),

where a(x),b(x),c(x) and d(x) are functions of x to be determined. Substituting ξ (x,y) and η(x,y)

into (3.4) yields

[y0] : 2c′−b′′+ k2b′+3k4a+ k1k2a = 0,

[y] : a′′− k2a′+λ1a = 0,

[y−1] : k1b′+3k3a−2k2
1a− k1c = 0,

[y−2] : k1d = 0,

[ln(y)] : k1a′ = 0,

[y−1 ln(y)] : k2
1a = 0.

(4.105)
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Similarly, substituting ξ (x,y) and η(x,y) into (3.5) yields

[y0] : d′′+2k4b′+3k2k3a− k4c− k3a′+2k2
1a′+ k1c′+ k2d′+λ1d = 0,

[y] : 3k1a′′+2k2k4a+2λ1k1a+ k1k2a′+ c′′+2λ1b′+ k2c′ = 0,

[y2] :,k2λ1a+λ1a′− k2
2a′+a′′′ = 0,

[y−1] : 2k3b′−2k3c−2k1k3a+ k1d′ = 0,

[y ln(y)] : k1a′′+ k1k2a′ = 0,

[ln(y)] : k1k4a− k2
1a′ = 0,

[y−1 ln(y)] : k1k3a = 0.

(4.106)

Case 1: k1,k2,k3,k4 and λ1 are arbitrary

By the forth equation and the last equation in (4.105) , we have d(x) = 0 and a(x) = 0. Then the

determining equations for b(x) and c(x) is

2c′−b′′+ k2b′ = 0, (4.107)

b′− c = 0, (4.108)

2k4b′− k4c+ k1c′ = 0, (4.109)

c′′+2λ1b′+ k2c′ = 0. (4.110)

Plugging (4.108) into (4.107), we have

c(x) = c0e−k2x, b(x) =−c0

k2
e−k2x + c1,

where c0 and c1 are constants. Substituting b(x) and c(x) into (4.110), we have λ1 = 0. If λ1 6= 0,

then we get c(x)=0, which is a partially integrable case. Similarly, from (4.109), we get k4 = k1k2.

Let c0 = 1,c1 = 0, we obtain

ξ =− 1
k2

e−k2x, η = e−k2xy.

Using ξ and η , we can get canonical coordinates

r(x,y) = ek2xy, s(x,y) =−ek2x.
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From r(x,y) and s(x,y), we can solve x and y as follows

x =
1
k2

ln(−s), y =−rs−1.

Using the nonlinear transformation of x and y yields

∂y
∂x

=−k2
(
rs− rs−1) , (4.111)

∂ 2y
∂ 2x

=−k2
2
(
rsss− rs + rs−1) . (4.112)

Substituting (4.111) and (4.112) into equation (4.104), under parametric conditions λ1 = 0 and

k4 = k1k2, we get

rss =
k1

k2
r−1rs−

k3

k2
2

r−1, (4.113)

which is integrated as

rs =
k3

k1k2

W

e
I16k2

1k2
2

k3
−1r

k2
1

k3

k3

+1

 , (4.114)

where I16 is an arbitrary constant. W is the Lambert W function, also called the omega function or

product logarithm, is a set of functions, namely the branches of the inverse relation of the function

f (z) = zez where ez is the exponential function and z is any complex number. Using the inverse

transformation of r(x,y) and s(x,y) yields

rs =−y− 1
k2

y′, (4.115)

where k2y+ y′ 6= 0. Substituting (4.115) into (4.114), we obtain

k3

k1k2

W

e
I16k2

1k2
2

k3
−1e

k2
1k2
k3

xy
k2
1

k3

k3

+1

+ y+
1
k2

y′ = 0.

If k3 = 0, then (4.113) can be integrated as

rs =
k1

k2
ln(r)+ I17, (4.116)

where I17 is an arbitrary constant. Substituting (4.115) into (4.116), we have the first integral of

equation (4.104) as

y+
1
k2

y′+
k1

k2
ln(y)+ k1x = I17.
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Case 2: k1 = 0, k2,k3,k4 and λ1 are arbitrary.

By the third equation in (4.105), we obtain a(x) = 0. Then the determining equations for b(x),c(x)

and d(x) is reduced as

2c′−b′′+ k2b′ = 0, (4.117)

b′ = c, (4.118)

c′′+2λ1b′+ k2c′ = 0, (4.119)

2k4b′− k4c+d′′+ k2d′+λ1d = 0. (4.120)

Substituting (4.118) into (4.117), we get

c(x) = c0e−k2x, b(x) =−c0

k2
e−k2x + c1,

where c0 and c1 are constants. From (4.119), we find that λ1 = 0. Then, plugging b(x) and c(x)

into (4.120), we obtain

d(x) =
c0k4

k2
xe−k2x + c2e−k2x + c3.

(i): If k4 = 0, taking b(x),c(x) and d(x) into account, we get

χ0 =−
1
k2

e−k2x
∂x + e−k2xy∂y, χ1 = ∂y, χ2 = e−k2x

∂y.

We choose χ0 to get canonical coordinates, following procedures of case 1 in this section, under

parametric condition k4 = λ1 = 0, we can get

rss =−
k3

k2
2

r−1,

which can be integrated as
r2

s
2
+

k3

k2
2

ln(r) = I18, (4.121)

where I18 is a constant. Substituting (4.115) into (4.121), we get the first integral of equation

(4.104)
y2

2
+

1
k2

yy′+
1

2k2
2

y′2 +
k3

k2
x+

k3

k2
2

ln(y) = I18.
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(ii): If k4 6= 0, we can get three infinitesimal generators.

χ0 =−
1
k2

e−k2x
∂x + e−k2x

(
y+

k4

k2
x
)

∂y, χ1 = ∂x, χ2 = e−k2x
∂y.

In this case, considering χ0, it is hard to apply Lie point symmetry to get the first integral. And if

we taking χ2 into account, we find that y is a constant.

Case 3: k1 = k3 = 0, k2,k4 and λ1 are arbitrary.

In this case, the system of determining equations of a(x),b(x),c(x) and d(x) is as following

a′′− k2a′+λ1a = 0, (4.122)

2c′−b′′+ k2b′+3k4a = 0, (4.123)

k2λ1a+λ1a′− k2
2a′+a′′′ = 0, (4.124)

c′′+2λ1b′+ k2c′+2k2k4a = 0, (4.125)

d′′+ k2d′+λ1d +2k4b′− k4c = 0. (4.126)

Considering (4.126), we assume that 2b′− c = 0, then we get

d′′+ k2d +λ1d = 0. (4.127)

From (4.122) and (4.127), we find that

a(x) = c0epx, d(x) = c1e(p−k2)x,

where p =
k2±
√

k2
2−4λ1

2 and c0, c1 are arbitrary constants.. From the parametric condition 2b′−c =

0 and (4.123), we obtain

c(x) = c2e−
k2
3 x− 6k4c0

3p+ k2
epx, b(x) =−3c2

2k2
e−

k2
3 x− 3k4c0

(3p+ k2)p
epx + c3,

where c2 and c3 are arbitrary constants. If p =−k2/3, we obtain d(x) = 0. Substituting a(x),b(x),

c(x) into (4.125), we obtain parametric conditions

λ1 =
2
9

k2
2, p =

k2

3
, (4.128)
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which satisfies (4.124). Under parametric conditions, we obtain four infinitesimal generators

χ0 = e
k2
3 x
(
−9k4

2k2
2
+ y
)

∂x + e
k2
3 x
(
−3k4

k2
y
)

∂y, χ1 = e−
k2
3 x

∂y,

χ2 =−
3

2k2
e−

k2
3 x

∂x + e−
k2
3 xy∂y, χ3 = ∂x.

Note that these four infinitesimal generators are concluded by two cases: d(x) = 0 or d(x) 6=

0. Same as section (4.1), in order to get the first integral easily, we choose χ2 to get canonical

coordinates as

r(x,y) = e
2k2

3 xy, s(x,y) =−2e
k2
3 x.

Then we can solve for x and y as

x =
3
k2

ln
(
− s

2

)
, y = 4rs−2.

Using the nonlinear transformation yields

∂y
∂x

=
4k2

3
(
rss−1−2rs−2) , (4.129)

∂ 2y
∂ 2x

=
4k2

2
9
(
rss−3rss−1 +4rs−2) . (4.130)

Substituting (4.129) and (4.130) into equation (4.104) , under parametric condition (4.128), we

obtain

rss =−
9k4

4k2
2
,

which can be integrated as

2r2
s +

9k4

4k2
2

r = I19, (4.131)

where I19 is a constant. Then by r(x,y) and s(x,y), we obtain

rs =−e
k2
3 x
(

y+
3

2k2
y′
)
, (4.132)

where 2k2y+3y′ 6= 0. Substituting (4.132) into (4.131), we get the first integral of equation (4.104)

as

e
2k2

3 x
(

2y2 +
6
k2

yy′+
18
4k2

2
y′2 +

9k4

k2
2

y
)
= I19.

Similarly, in this chapter, we will not concern the partially integrable cases or the cases in which

at least three parameters are equal to zero.

50



4.4 Integrable cases of q=-2

If q =−2, the equation (3.1) becomes

y′′+(k1y−2 + k2)y′+ k3y−3 + k4y−1 +λ1y = 0. (4.133)

Similarly to section (4.4), we can get

ξ = a(x)y+b(x), η = 2k1a(x) ln(y)+{a′(x)− k2a(x)}y2 + c(x)y+d(x).

And there are two systems to derive functions a(x),b(x),c(x) and d(x). The first one is

[y0] : 2c′−b′′+ k2b′ = 0,

[y] : a′′− k2a′+λ1a = 0,

[y−1] : 3k1a′+3k4a−2k1k2a = 0,

[y−2] : 2k1c− k1b′ = 0,

[y−3] : 3k3a+2k1d = 0,

[y−3 ln(y)] : k2
1a = 0.

(4.134)

The second one is

[y0] : d′′+ k2d′+λ1d +3k2k4a−2k1λ1a− k4a′+ k1a′′− k1k2a′ = 0,

[y] : c′′+2λ1b′+ k2c′ = 0,

[y2] :,k2λ1a+λ1a′− k2
2a′+a′′′ = 0,

[y−1] :−2k4b′+2k4c− k1c′ = 0,

[y−2] : 3k3a′−5k2a+2k1k4a+ k4d− k1d′ = 0,

[y−3] : 2k3c− k3b′ = 0,

[y−4] : 2k1k3a+3k3d = 0,

[ln(y)] : k1a′′+ k1k2a′+ k1λ1a = 0,

[y−2 ln(y)] : k1k4a− k2
1a = 0,

[y−4 ln(y)] : k1k3a = 0.

(4.135)
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Case1: k1,k2,k3,k4 and λ1 are arbitrary.

By the last equation and the seventh euqtion in (4.135), we have a(x) = d(x) = 0. Then the deter-

mining equations for b(x) and c(x) is reduced to

b′ = 2c,

2c′−b′′+ k2b′ = 0,

c′′+2λ1b′+ k2c′ = 0,

−2k4b′+2k4c− k1c′ = 0.

Substituting b′ = 2c into 2c′−b′′+ k2b′ = 0, we obtain

k2b′ = 0,

which means b′ = c = 0. Then the original equation is partially integrable. But under some para-

metric conditions, we can generate a Lie point symmetry to get the first integral.

Case 2: k2 = 0, k1,k3,k4 and λ1 are arbitrary.

In this case, we can get a(x) = d(x) = 0. Similarly, the determining system is reduced to

b′ = 2c, (4.136)

c′′+2λ1b′ = 0, (4.137)

−2k4b′+2k4c− k1c′ = 0. (4.138)

Substituting (4.136) into (4.137), we obtain

c(x) = c0e
−2k4

k1
x
, b(x) =−c0k1

k4
e

2k4
k1

x
,

where c0 and c1 are arbitrary constants. Similarly, plugging b(x) and c(x) into (4.138), we get a

parametric condition

λ1 =−
k2

4
k2

1
. (4.139)

Assume that c0 = 1,c1 = 0, we have

ξ =−k1

k4
e−

2k4
k1

x
, η = e−

2k4
k1

xy.
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Then, it is readily to get

r(x,y) = e
k4
k1

xy, s(x,y) =−1
2

e
2k4
k1

x
.

Using r(x,y) and s(x,y), we have

x =
k1

2k4
ln(−2s), y = r(−2s)−

1
2 .

Then by the nonlinear transformation, we obtain

∂y
∂x

=
2k4

k1
(−2)−

1
2

(
rss

1
2 − 1

2
rs−

1
2

)
, (4.140)

∂ 2y
∂ 2x

=
4k2

4
k2

1
(−2)−

1
2

(
rsss

3
2 +

1
4

rs−
1
2

)
. (4.141)

Substituting (4.140) and (4.141) into equation (4.133), under parametric condition (4.139), we

obtain

rss =
k2

1
k4

rsr−2−
k2

1k3

k2
4

r−3. (4.142)

(i): If k3 6= 0, (4.142) can be integrated as

1
2

ln
[

k2
1(k3− k4rrs)− k2

4r2r2
s

k3

]
+

k1√
k2

1 +4k3

tanh−1

 k2
1 +2k4rrs

k1

√
k2

1 +4k3

− ln(r) = I20, (4.143)

where I20 is a constant.

If k2
1 +4k3 6= 0, using r(x,y) and s(x,y), we can get

rs =−e−
k4
k1

x
(

y+
k1

k4
y′
)
, (4.144)

where k4y+k1y′ 6= 0. Substituting (4.144) into (4.143), we get the first integral of equation (4.133)

is
1
2

ln
[

k2
1(k3 + k4y2 + k1yy′)− (k4y2 + k1y′)2

k3

]
+

k1√
k2

1 +4k3

tanh−1

k2
1−2k4y2−2k1yy′

k1

√
k2

1 +4k3

− ln(y)− k4

k1
x = I20.

If k2
1 +4k3 = 0, then (4.142) can be integrated as

1
2k4rrs

k2
1

+1
+ ln

[
2k4rrs

k2
1

+1
]
− ln(r) = I20. (4.145)
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Substituting (4.144) into (4.145), we have the first integral of equation (4.133) is

k2
1

k2
1−2k4y2−2k1yy′

+ ln
[

k2
1−2k4y2−2k1yy′

k2
1

]
− ln(y)− k4

k1
x = I20.

(ii): If k3 = 0, (4.142) can be integrated as

rs =−
k2

1
k4

r−1 + I21, (4.146)

where I21 is a constant. Substituting (4.144) into (4.146), we obtain the first integral of equation

(4.133) is

e−
k4
k1

x
(

k2
1

k4
y−1− y− k1

k4
y′
)
= I21.

Case 3: k1 = k3 = 0, k2,k3,k4,λ1 are arbitrary.

By the third equation in (4.134) and the fifth equation in (4.135), we have a(x) = d(x) = 0. Then

we obtain

2c′−b′′+ k2b′ = 0, (4.147)

c′′+2λ1b′ = 0, (4.148)

b′ = c. (4.149)

Substituting (4.149) into (4.147), we get

c = c0e−k2x, b =−c0

k2
e−k2x + c1,

where c0 = 1,c1 = 0. Substituting b(x) and c(x) into (4.148), we obtain λ1=0. Following case 1 in

section (4.4), we get

rss =−
k4

k2
2

r−1,

which can be integrated as

r2
s =−

2k4

k2
2

ln(r)+ I22. (4.150)

Substituting (4.115) into (4.150), we get the first integral of equation (4.133) is

y2 +
2
k2

yy′+
1
k2

2
y′2 +

2k4

k2
x+

2k4

k2
2

ln(y) = I22.

For other cases, we can only get the infinitesimal generator as χ = ∂x or we can get the first integral

directly. So we will not mention them in the paper.
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CHAPTER V

APPLICATION OF FIRST INTEGRALS

Nonlinear oscillator

y′′+(k1yq + k2)y′+ k3y2q+1 + k4yq+1 +λ1y = 0,q ∈ R.

can be transformed from a partial differential equation. In this chapter, we choose two integrable

equations from above class to study their exact solutions and the dynamics, which are presented in

[20].

During the past few decades, a great number of works have been published to deal with

traveling solitary wave solutions of the compound Burgers-Korteweg-de Vries(compound Burgers-

KdV) equation [7, 9]

ut +α1uux +β1u2ux +µ1uxx− s1uxxx = 0, (5.1)

and the Burgers-KdV equation

ut +αuux +βuxx + suxxx = 0. (5.2)

Assume that (5.1) and (5.2) have traveling solutions of the form

u = φ(ξ ), ξ = x− vt. (5.3)

Substituting (5.3) into (5.1) and (5.2), then performing one integration yields [7, 9]

φ
′′+ k2φ

′+ k3φ
3 + k4φ

2 +λ1φ +d = 0, (5.4)

where k2 =− µ

s1
, k3 =− β

3s1
, k4 =− α1

2s1
, λ1 =− v

s1
, d is an arbitrary constant and

φ
′′+ k2φ

′+ k4φ
2 +λ1φ +d = 0, (5.5)
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where k2 = −β

s , k4 = − α

2s , λ1 = −v
s , d is an arbitrary constant. By a coordinate translation of φ ,

for simplicity, we can take d = 0 in (5.4) and (5.5).

Cubic and quadratic nonlinear oscillator with damping can be changed to an equivalent

dynamical system.

5.1 Exact solutions and dynamics of the integrable quadratic oscillator with damping

Eq. (5.5) is a quadratic nonlinear oscillator with damping, which is equivalent to the planar

dynamical system 
dφ

dξ
= y,

dy
dξ

=−k2y− k4φ
2−λ1φ .

(5.6)

If k4 6= 0, there exists two regular equilibrium points of system (5.6): O(0,0) and A(−λ1
k4
,0). Let

M(φ j,0) be the coefficient matrix of the linearized system of (5.6) at the equilibrium point (φ j,0).

Then we have

detM(0,0) = λ1, detM(−λ1

k4
,0) =−λ1, TraceM(0,0) =−k2,

and

(Trace M(0,0))2−4J(0,0) = k2
2−4λ1.

Following Chapter 4.1, if λ1 = 6
25k2

2, then system (5.6) is integrable, which has the first integral

depending on ξ as follows:

H1(φ ,y,ξ ) = e
6
5 k2ξ

[
1
2

(
y+

2
5

k2φ

)2

+
1
3

k4φ
3

]
= h, (5.7)

where h is a real constant. For an equilibrium point of a planar integrable system, if J < 0, then

the equilibrium point is a saddle point; if J > 0 and (TraceM)2−4J < 0, then it is a focus point. if

J > 0 and (TraceM)2−4J ≥ 0, then it is a node point. Clearly, the equilibrium point O(0,0) is a

node point and if k2 > 0 (k2 < 0), it is stable (unstable). And the other equilibrium point A(−λ1
k4
,0)

is a saddle point.

(i): The case of h = 0
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Obviously, when h = 0, H1(φ ,y,ξ ) implies that there are two invariant curve solutions of

system (5.6) given by

y =−2
5

k2φ ±
√
−2

3
k4φ 3,

where consists of three orbits of system (5.6). In this paper, we consider the case of k2 > 0 and

k4 > 0. For other cases, the results are similar. For the heteroclinic orbit connecting equilibrium

points O and A defined by y = −2
5k2φ −

√
−2

3k4φ 3 and using the first equation of system (5.6),

we have

φ(ξ ) =
6k2

2

−25k4
(
1+u01 exp

(1
5k2ξ

))2 , (5.8)

where

u01 = 1+
2k2

5
√
−2

3k4φ01

> 0 and −
6k2

2
25k4

< φ01 < 0.

Formula (5.8) gives rise to a kink-profile wave solution of equation (5.5), because when ξ → ∞ it

has φ(ξ )→ 0, and when ξ →−∞ it has φ(ξ )→− 6k2
2

25k4
.

For the unstable manifold of the saddle A defined by y =−2
5k2φ −

√
−2

3k4φ 3, by using the

first equation of system (5.6), we have

φ(ξ ) =−
6k2

2

25k4
(
1+u02 exp

(1
5k2ξ

))2 , (5.9)

where

u02 =−1− 2k2

5
√
−2

3k4φ02

< 0 and −∞ < φ02 <−
6k2

2
25k4

< 0.

Formula (5.9) gives rise to a unbounded wave solution of equation (5.5).

For the stable manifold of the node point O defined by y =−2
5k2φ +

√
−2

3k4φ 3 and using

the first equation of system (5.5), we have

φ(ξ ) =−
6k2

2

25k4
(
1−u03 exp

(1
5k2ξ

))2 , (5.10)

where

u03 = 1+
2k2

5
√
−2

3k4φ03

> 0 and −∞ < φ03 < 0.
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Formula (5.10) gives rise to another unbounded wave solution of equation (5.5).

(ii): The case of h 6= 0

By making the coordinate transformations as

w =
1√
2

φ exp
(

2
5

k2ξ

)
, z =−5

k 2
exp
(
−1

5
k2ξ

)
,

the first integral H1 defined by (5.7) can be converted into the form(
dw
dz

)2

+
2
√

2k4

3
w3 = h. (5.11)

From (5.11), for h > 0 we have

z− z0 =
∫ w

−∞

dw
√

h
√

1−
(

2
√

2k4
3h w3

)
=

(
−2
√

2k4

3

)− 1
3

h−
1
6

∫ ŵ

−∞

dŵ√
1− ŵ3

.

It follows that

w(z) = −
(

3h
−2
√

2k4

) 1
3

ŵ

=

(
− 3h

2
√

2k4

) 1
3
(

2
√

3
1− cn(ω1(h)(z− z0),k01)

− (1+
√

3)

)
,

where z0 is an arbitrary constant, and

ω1(h) = h
1
6 3

1
4

(
−2
√

2k4

3

) 1
3

, k01 =

√
2+
√

3
2

.

Hence, from φ(ξ ) =
√

2wexp
(
−2

5k2ξ
)

we obtain

φ(ξ ) =

(
−3h

k4

) 1
3
(

2
√

3
1− cn

(
ω1(h)

(
−5

k 2 exp
(
−1

5k2ξ
)
− z0

)
,k01

) −(1+
√

3
))

exp
(
−2

5
k2ξ

)
.

(5.12)

From (5.11), for h < 0 we have

z− z0 =
∫

∞

w

dw√
|h|
√(
−2
√

2k4
3|h| w3

)
−1

=

(
−2
√

2k4

3

)− 1
3

|h|−
1
6

∫
∞

w̃

dw̃√
1− w̃3

.
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Hence, it further gives

w(z) =

(
− 3|h|

2
√

2k4

) 1
3

w̃

=

(
− 3|h|

2
√

2k4

) 1
3
((

1−
√

3
)
+

2
√

3
1− cn(ω2(h)(z− z0),k02)

)
,

where z0 is an arbitrary constant, and

ω2(h) = |h|
1
6 3

1
4

(
−2
√

2k4

3

) 1
3

, k02 =

√
2−
√

3
2

.

It implies that

φ(ξ ) =

(
−3|h|

k4

) 1
3
(

2
√

3
1− cn

(
ω2(h)

(
−5

k 2 exp
(
−1

5k2ξ
)
− z0

)
,k02

) +(1−
√

3
))

exp
(
−2

5
k2ξ

)
.

(5.13)

Formulas (5.12) and (5.13) give rise to the parametric representations of all orbits of system

(5.6), which approach to the invariant curve solution determined by y = −2
5k2φ −

√
−2

3k4φ 3 and

the node point O. These parametric representations are not associated with any periodic solution

of equation (5.5).

To sum up, we have the following results. For system (5.6), under the parametric conditions

k2 > 0, k4 > 0 and λ1 =
6k2

2
25 , we obtain that

(a) equation (5.5) with d = 0 has a kink-profile wave solution given by formula (5.8);

(b) equation (5.5) with d = 0 has two unbounded wave solutions given by formulas (5.9)

and (5.10); and

(c) corresponding to the level curves defined by system (5.6) with h 6= 0, equation (5.5)

with d = 0 has two families of exact solutions given by formulas (5.12) and (5.13), which are not

periodic solutions.
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5.2 Exact solutions and dynamics of the integrable cubic nonlinear oscillator with

damping

Equation (5.4) is equivalent to the planar dynamical system
dφ

dξ
= y,

dy
dξ

=−k2y− k3φ 3− k4φ 2−λ1φ −d.
(5.14)

By making a translation φ = φ̃− k4
3k3

and taking d = k4λ1
3k3
− 2k3

4
27k2

3
, system (5.14) becomes (still denote

φ̃ by φ ): 
dφ

dξ
= y,

dy
dξ

=−k2y− k3φ 3−mφ ,
(5.15)

where m = λ1−
k2

4
3k3

.

Following Chapter 4.1, we know that when m =
2k2

2
9 , system (5.15) is integrable, which has

the first integral depending on ξ as follows:

H2(φ ,y,ξ ) =

[
1
2

(
y+

1
3

k2φ

)2

+
1
4

k3φ
4

]
exp
(

4
3

k2ξ

)
= h, (5.16)

where h is a real constant.

Clearly, for any k3 < 0 system (5.15) has three equilibrium points at A∓
(
∓1

3

√
2
−k3
|k2|,0

)
and O(0,0). Let M(φ j,0) be the coefficient matrix of the linearized system of (5.15) at the equi-

librium point (φ j,0). Then, we have

detM(0,0) =
2
9

k2
2, detM

(
∓1

3

√
2
−k3
|k2|,0

)
=−4

9
k2

2

and

(TraceM(0,0))2−4J(0,0) =
1
9

k2
2. (5.17)

From (5.17), we see that when m =
2k2

2
9 , the equilibrium point O(0,0) is a node point when k2 >

0 (< 0), it is stable (unstable)), while A∓
(
∓1

3

√
2
−k3
|k2|,0

)
are two saddle points.

When h = 0, H2(φ ,y,ξ ) = 0 implies that there are four invariant curve solutions of system

(5.15) given by

y =−1
3

k2φ ±
√
−1

2
k3φ

2,
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which consist of six orbits of system (5.15).

Let us consider the explicit parametric representations of orbits defined by H2(φ ,y,ξ ) = h.

Here we only investigate the case of k2 > 0 and k3 < 0 . Discussions for other cases are closely

similar.

(i): The case of h = 0

With regard to the heteroclinic orbit connecting the equilibrium points O and A− defined

by y =−1
3k2φ −

√
−1

2k3φ 2, by using the first equation of system (5.15) we obtain

φ(ξ ) =− k2

3
(√
−k3

2 + v01 exp
(1

3k2ξ
)) , (5.18)

where

v01 =
1

φ01

(
−1

3
k2−

√
−1

2
k3φ01

)
> 0, −1

3

√
− 2

k3
|k2|< φ01 < 0.

Formula (5.18) gives rise to a kink-profile wave solution of system (5.15), because when ξ → ∞ it

has φ(ξ )→ 0, and when ξ →−∞ it has φ(ξ )→−1
3

√
− 2

k3
|k2|.

Regarding the heteroclinic orbit connecting the equilibrium points O and A+ defined by

y =−1
3k2φ +

√
−1

2k3φ 2, we have

φ(ξ ) =
k2

3
(√

−k3
2 + v01 exp

(1
3k2ξ

)) , (5.19)

where

v01 =
1

φ01

(
−1

3
k2−

√
−1

2
k3φ01

)
> 0, −1

3

√
− 2

k3
|k2|< φ01 < 0.

Formula (5.19) gives rise to an anti-kink wave solution of system (5.15), because when ξ → ∞, it

has φ(ξ )→ 0, and when ξ →−∞ it has φ(ξ )→ 1
3

√
− 2

k3
|k2|.

Regarding the two stable manifolds to the node point O(0,0) defined by y = −1
3k2φ ∓√

−1
2k3φ 2, we obtain

φ(ξ ) =± −k2

3
(

v02 exp
(1

3k2ξ
)
−
√
−k3

2

) , (5.20)
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where

v02 =
1

φ02

(
−1

3
k2 +

√
−1

2
k3φ02

)
> 0, −∞ < φ02 < 0.

Formula (5.20) gives rise to two unbounded wave solution of system (5.15).

Regarding the two unstable manifolds to the saddle points A∓ defined by y = −1
3k2φ ∓√

−1
2k3φ 2, we have

φ(ξ ) =± −k2

3
(√

−k3
2 + v03 exp

(1
3k2ξ

)) , (5.21)

where

v03 =
1

φ03

(
−1

3
k2−

√
−1

2
k3φ03

)
< 0, −∞ < φ03 <−

1
3

√
− 2

k3
|k2|.

Formula (5.21) gives rise to two unbounded wave solution of system (5.15).

(ii): The case of h 6= 0

By making the transformations

w =
1√
2

φ exp
(

1
3

k2ξ

)
, z =−3

k 2
exp
(
−1

3
k2ξ

)
,

the first integral H2 defined by (5.16) can be converted into the form(
dw
dz

)2

+ k3w4 = h. (5.22)

From (5.22), for h > 0 we have

z− z0 =
∫

∞

w

dw
√

h
√

1−
(

k3
h w4

)
= (−k3h)−

1
4

∫
∞

ŵ

dŵ√
1+ ŵ4

.

It further gives

w(z) =
(
− h

k3

) 1
4

ŵ =

(
− h

k3

) 1
4
(

1+ cn(Ω1(h)(z− z0),k1)

1− cn(Ω1(h)(z− z0),k1)

) 1
2

,

where Ω1(h) = 2(−k3h)
1
4 , k1 =

1√
2

and z0 is an arbitrary constant. Thus, we obtain

φ(ξ ) =
√

2
(
− h

k3

) 1
4
(

1+ cn
(
Ω1(h)

(
−3

k 2 exp
(
−1

3k2ξ
)
− z0

)
,k1
)

1− cn
(
Ω1(h)

(
−3

k 2 exp
(
−1

3k2ξ
)
− z0

)
,k1
)) 1

2

exp
(
−1

3
k2ξ

)
. (5.23)
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From (5.22), for h < 0 we have

z− z0 =
∫ w

w0

dw√
|h|
√(
− k3
|h|w

4−1
)

= (−k3|h|)−
1
4

∫ w̃

1

dŵ√
w̃4−1

,

which implies that

φ(ξ ) =
√

2
(
−|h|

k3

) 1
4

nc
{

Ω2(h)
[
−3

k 2
exp
(
−1

3
k2ξ

)
− z0

]
, k1

}
, (5.24)

where Ω2(h) = 2(−k3|h|)
1
4 and z0 is an arbitrary constant.

Formulas (5.23) and (5.24) give rise to the parametric representations of all orbits of system

(5.15), which approach to the invariant curve solution determined by y =−1
3k2φ ±

√
−1

2k3φ 2 and

the node point O. These parametric representations are not associated with any periodic orbit.

To sum up, we have the following results.

For system (5.15), under the parametric conditions k2 > 0, k3 < 0 and m =
2k2

2
9 , we obtain

that

(a) system (5.15) has a kink-profile wave solution given by (5.18) and an anti-kink wave

solution given by (5.19);

(b) system (5.15) has two unbounded wave solution given by formulas (5.20) and (5.21);

(c) corresponding to the level curves defined by (5.16) with h 6= 0, system (5.15) has two

families of exact solutions given by (5.23) and (5.24), which are not periodic solutions.
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CHAPTER VI

CONCLUSION

The first integral method is widely used in recent papers. In this paper, we identified the

first integrals of second-order nonlinear ODEs, which include several physically important nonlin-

ear oscillators and classify the integrable cases by certain parametric conditions. The choices of

variables in Eq. (3.1) provided several oscillators. First, we introduced how to obtain Lie point

symmetries of ODEs and PDEs. The important thing for symmetry was to obtain the linearized

symmetry condition. Since the exponent q in Eq. (3.1) determined the tangent vector, we obtained

various integrable cases. Then, to find the first integrals of Eq. (3.1), we derived the determin-

ing equations, which induced the infinitesimal generator. As a result, canonical coordinates were

constructed which changed Eq. (3.1) to a simple integrable equation. By the inverse transforma-

tion, the first integrals were obtained under certain parametric conditions. We also discussed some

special integrable cases of nonlinear oscillator systems. At last, applications to wave equations of

Korteweg-de Vries- Burgers-type equations were also presented.
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