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Efficient High-Resolution Time Series Classification via
Attention Kronecker Decomposition

Aosong Feng ∗ Jialin Chen ∗ Juan Garza † Brooklyn Berry † Francisco Salazar †

Yifeng Gao † Rex Ying ∗ Leandros Tassiulas ∗

Abstract

The high-resolution time series classification problem is
essential due to the increasing availability of detailed
temporal data in various domains. To tackle this chal-
lenge effectively, it is imperative that the state-of-the-
art attention model is scalable to accommodate the
growing sequence lengths typically encountered in high-
resolution time series data, while also demonstrating
robustness in handling the inherent noise prevalent in
such datasets. To address this, we propose to hierar-
chically encode the long time series into multiple lev-
els based on the interaction ranges. By capturing re-
lationships at different levels, we can build more ro-
bust, expressive, and efficient models that are capable
of capturing both short-term fluctuations and long-term
trends in the data. We then propose a new time se-
ries transformer backbone (KronTime) by introducing
Kronecker-decomposed attention to process such multi-
level time series, which sequentially calculates attention
from the lower level to the upper level. Experiments
on four long time series datasets demonstrate superior
classification results with improved efficiency compared
to baseline methods.

1 Introduction

Multivariate Time Series Classification (MTSC) prob-
lem is one of the most essential time series data min-
ing tasks that have a great impact in various fields
such as manufacturing[8, 25], astronomy[36, 24, 4], and
entomology[39, 1, 2]. With the advancement of sensor
technique, high-resolution and long-term passive moni-
toring time series[26, 32] has become increasingly avail-
able.

However, unlike traditional MTSC problems, the
considerably long time series gathered can pose sig-
nificant challenges in the classification task. The in-
creasing time series length can impact the difficulty
of the MTSC problem in two folds. First, the large
length significantly increases the computation cost in a

∗Yale University
†The University of Texas Rio Grande Valley

wide range of classification models such as Transformer
based model, similarity comparison-based model[14],
shapelet-based model[16], and bag-of-patterns based
approach[31]. Furthermore, such issues are further am-
plified in the era of parameter-intensive deep learning
models. For example, a Transformer[37] which needs
memory and computation cost quadratic to the length
will be difficult to use in long sequence MTSC tasks.
Second, unlike image and video, the time series can
potentially become highly noisy in high-resolution and
passive monitoring applications, as the sensor will be
sensitive and a large amount of noise and distortion may
be included. Such a low Signal-to-Noise ratio across the
entire time series requires the classification model to
have the capability to accurately capture useful informa-
tion across a long range of time and map the data into
low dimensions without intervening by the presence of
noises. Therefore, an effective deep learning model that
can model and accurately model data behavior and de-
pendency across long-range is necessary for addressing
long-sequence MTSC tasks.

In this paper, to overcome the these challenges, we
propose to hierarchically encode time series by consid-
ering multi-level interactions. As shown in Figure 1(a),
each level of time series encodings defines time step
correlations with a certain distance, gradually covering
short-range to long-range interactions. Such hierarchi-
cal encoding alleviates the problem of short-range noisy
patterns by including upper-level global information for
high-resolution time series processing. Besides, the ef-
fective time series length is much less than the total
length of the original time series and therefore avoids
the quadratic computation costs. To accommodate the
hierarchical encoding of the time series in the trans-
former model, we propose to decompose the original at-
tention matrix using Kroncker decomposition according
to the defined hierarchy and name the resulting model
KronTime. Given finite attention window size and
memory budget, KronTime captures correlations along
different dimensions and therefore includes hierarchical
multi-hop token interactions in the original sequence at
multiple scales. Experiments on long-sequence time se-
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ries classification show superior classification results of
KronTime compared to state-of-the-art attention and
convolution-based models, with improved running time
and memory usage.

2 Related Work

Time Series Classification. Traditional machine
learning techniques like dynamic time warping (DTW)
[14], hierarchical vote collective of transformation-based
ensembles (HIVE-COTE) [18], and proximity forest [22]
have long been prevalent in time series classification.
However, they often fall short in terms of both effi-
ciency and accuracy, particularly as datasets grow in
size and complexity. To address the challenges of mul-
tivariate time series classification (MTSC), the field has
witnessed a surge in the development of sophisticated
deep learning models. Convolution-based architectures
such as ResNet [35], InceptionTime [13], and Times-
Net [38] have showcased their ability to capture lo-
cal temporal patterns with high accuracy. Meanwhile,
recurrent-based models [11, 23] excel in modeling se-
quential information but struggle with longer sequences.
Transformer-based approaches [27, 19, 40] recently have
emerged as powerful tools for capturing complex long-
range dependencies and cross-variate interactions, due
to their effective utilization of the self-attention mech-
anism [34]. Additionally, multi-resolution strategies
[6, 5, 29] continue to be instrumental in enhancing the
performance of these advanced models. Nonetheless,
challenges persist, including issues of model efficiency
and the handling of hierarchical data structures, espe-
cially when handling long time series, highlighting the
need for further research and innovation in the field.
Efficient Transformer for Time Series. Trans-
formers, originally prominent in natural language pro-
cessing (NLP) [37, 15, 33], computer vision (CV) [21,
10], and speech recognition [7, 9], have recently at-
tracted attention in addressing multivariate time se-
ries challenges. Several Transformer-based models have
emerged, promising improved performance and en-
hanced model efficiency. For instance, LogTrans [17]
introduces LogSparse attention, while Informer [42] pro-
poses ProbSparse self-attention, both achieving loga-
rithmic complexity concerning the time series length.
Pyraformer [20] incorporates a pyramidal attention
module to efficiently capture temporal dependencies,
while FEDformer [43] leverages sparse representation in
the frequency domain, presenting a frequency-enhanced
Transformer with linear complexity. However, these ad-
vancements in self-attention efficiency may come at the
cost of reduced expressiveness, leading to sub-optimal
modeling performance. Additionally, these models often
lack the ability to discern hierarchical data structures

and capture multi-resolution information, both critical
aspects in comprehensive time series analysis. Further
research is warranted to address these limitations effec-
tively.

3 Methodology

Long Time series often exhibit complex structures and
dependencies that span multiple scales and granulari-
ties. By encoding the data hierarchically, we can rep-
resent these relationships more structured and inter-
pretably. Kronecker decomposition, in particular, al-
lows us to decompose the time series into a series of
hierarchical tensors, where each level captures increas-
ingly abstract representations of the underlying pat-
terns. This hierarchical approach enables the model
to learn representations at different levels of tempo-
ral granularity, from fine-grained details to higher-level
trends and patterns.

3.1 Hierarchical Time Series Encoding Given
input time series with n time steps, the transformer
attention layer take inputs x ∈ Rn×d, query q, key k
and value v which are derived from linear projections as
q = xWq,k = xWk,v = xWv. The attention process
can then be written as

A = softmax

(
qk⊺

√
d

)
,o = Av(3.1)

where softmax denotes the row-wise softmax normaliza-
tion, o is the updated value vector as output.

To capture the time series at different levels and
avoid the quadratic computation costs in the long
sequence scenario, we propose to reshape the original
sequence into a compact tensor as shown in Figure
1(a), with each dimension encoding the information of
a certain level. Specifically, we reshape q,k,v into
order-m tensors Q,K,V ∈ Rn1×...nm

∏m
i=1 ni = n,

representing m-level decomposition. We then consider
the attention interactions only at the same level, in
other words, to update the i-th dimension of value
tensor V , we calculate the attention between the i-th
dimension of Q and K while treating other dimensions
as batch dimensions. The update of V can then be
achieved by sequential updating from the first to the
last level (irrelevant to the order of updating).

3.2 Attention Decomposition To model the ten-
sor interaction between Q,K,V , we propose attention
Kronecker decomposition which sequentially models the
interactions from the short range to the long range.
Since the input length along each dimension is much
smaller than the entire sequence, such decomposed at-
tention can work with much less context window budget.
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Figure 1: (a) The long time series after patchified can be decomposed into multiple levels. The first, second,
and third level encodes adjacent, mid-range, and long-range global information, respectively (b) Input sequences
q,k,v are first tensorized into Q,K,V . Each row in the middle represents the attention along one matching
dimension of tensors, and all dimensions except the matching dimension of Q and K are flattened. The result
from each row is used to sequentially update the value tensor V .

The attention process in Equation 3.1 can be decom-
posed with Kronecker decomposition as

A = ⊗m
i=1Ai, O = AV,(3.2)

where Ai models the i-th level token interaction. Con-
sidering the property of mixed Kronecker-matrix prod-
uct, the above value tensor updating can be sequen-
tial, irrespective of the updating order. For efficient
implementation, we adopt such sequential calculation
of Equation 3.3 and model the i-th value updating as
matrix multiplication

Oi = AiVi(3.3)

where Vi ∈ Rni×(n1..ni−1ni+1..nm) is the mode-i flatten-
ing of tensor V , and Oi will be used as the value matrix
in the next update. Mode-i flattening reshapes a tensor
T ∈ Rn1×..×nm into matrix Ti ∈ R(n1..ni−1ni+1..nm)×ni

which can be interpreted as batching n1..ni−1ni+1..nm

vectors.
The attention matrix Ai is used to model the i-th

level correlation between query and key

Ai = softmax

(
QiK

⊺
i√

d

)
,(3.4)

where Qi,Ki is the mode-i flattening of the hierarchical
time series encoding tensors Q,K.

The sequential attention update is visualized in
Figure 1 (b). For the i-th dimension update, Q,K
are matricized by mode-i flattening. The resulting
batched attention matrix is then used to update the
i-th dimension of the value tensor. The computational
complexity is decreased from O(n2) with full attention

to O(nlogn). We summarize the forward pass of
Kronecker-decomposed attention in Algorithm 1.

Algorithm 1 KronTime forward

Input: Q,K,V ∈ Rn1×..×nm

Initialize O = V .
for i = 0 to m− 1 do

Mode-i flattening Q,K into Qi,Ki

Ai = softmax(QiK
⊺
i /

√
d ◦Mi)

Mode-i flattening O into Oi

Value updates: Oi = AiOi

Mode-i folding Oi into O
end for
Vectorize O to o
Return o

3.3 Model Implementations We choose SOTA
time series transformers PatchTST [28] as the back-
bone, and replace the full attention in the attention
layer with the Kronecker decomposed attention as dis-
cussed above. For classification applications, we add
an additional classification head with linear projections
which takes the last hidden states as inputs.

4 Experiment Evaluation

4.1 Baselines The proposed method will be com-
pared with the following four baselines.

1-NN (ED)[30]: 1-NN (Euclidean Distance) is a
simple yet effective algorithm for classification tasks,
comparing each test instance to all training instances
based on Euclidean distance.

ResNet18[12]: ResNet18 is a widely used convolu-
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Table 1: Time Series Classification Performance Comparison

Model BinaryHeartbeat EigenWorms FaultDetectionA CatsDogs

1-NN (ED) 0.585 0.500 0.460 0.420
ResNet18 0.630 0.420 0.990 0.570
RandomShapelet 0.585 0.692 N/A 0.606
DLinear 0.658 0.423 0.532 0.516
TCN 0.707 0.769 0.986 0.575
PatchTST 0.707 0.692 0.991 0.810
KronTime 0.707 0.769 0.996 0.844

tional neural network architecture known for its depth
and skip connections, which facilitate the effective learn-
ing of complex features in image data.

RandomShapelet[16]: RandomShapelet is a
model leveraging shapelet transform for time se-
ries classification, extracting discriminative sub-series
(shapelets) from the data to distinguish between dif-
ferent classes.

DLinear [41]: DLinear proposes to utilize a single
linear layer that aggregates information from all history
records. DLinear avoids temporal information loss
caused by the nature of the permutation-invariant self-
attention mechanism in transformer-based architectures
and demonstrates promising performance on time series
analysis.

Temporal Convolutional Network [3]: Tempo-
ral Convolutional Network (TCN) is a type of neural
network specifically designed for processing temporal se-
quences, utilizing convolutional layers with dilated ker-
nels to capture long-range dependencies and temporal
patterns efficiently.

PatchTST: PatchTST proposed segmentation of
time series into subseries-level patches as input tokens
to Transformer.

4.2 Benchmark Dataset From the UEA Time Se-
ries Classification Archive, we use the following fine-
resolution time series datasets that each have lengths
greater than 10,000 and have a sufficient number of sam-
ples. As a result, we use the following datasets to eval-
uate the proposed method:

BinaryHeartbeat: BinaryHeartbeat dataset
comprises heart sound recordings collected from
healthy individuals and patients with cardiac condi-
tions. The dataset contains 409 instances, recorded
at 2,000Hz, with a time series length of 18,530. The
classes include 110 normal and 299 abnormal instances.

EigenWorms: EigenWorms dataset focuses on
Caenorhabditis elegans, a roundworm used extensively
in genetics research as a model organism. The dataset

collected the worm’s movements represented by combi-
nations of six base shapes, known as eigenworms. The
dataset consists of 257 samples. Each samples consists
of 17,891 in length. The goal is to classify individual
worms as either wild-type (N2 reference strain) or one
of four mutant types: goa-1, unc-1, unc-38, and unc-63.

FaultDetectionA: FaultDetection dataset con-
tains 13,640 time series. Each one responding to the
signal recorded from rolling bearing monitor system.
There are total three types of classes. Undamaged
rolling bearing system, inner damaged rolling bear-
ing system, and outer damaged rolling bearing system.
Each record consists of 5,120 in length.

CatsDogs: CatsDogs dataset consists of total
277 samples sound records from cats and dogs. Each
recording consists of 14,773 in length

4.3 Experiment Setting For each dataset, we uses
80% of data as training data, 10% of data as validation
data, and the rest 10% of data as testing data. The
performance is evaluated on the accuracy in the testing
data as well as the efficiency of KronTime. We run
experiments with the same train/validation/test split
on the four datasets. The final test accuracy is obtained
using the checkpoint of the lowest validation loss, with
the early-stop patience epochs 20. All experiments are
performed on A6000 GPUs.

4.4 Classification Performance Evaluation The
classification result is shown in Table 1. KronTime
achieves the same or superior classification accuracy
compared to SOTA models. Notably, KronTime
achieves such performance with improved efficiency as
shown in Figure 2. To make fair comparisons, we ap-
ply FlashAttention-2 to PatchTST to replace its original
slow PyTorch implementation for memory-efficient cal-
culations. Results show that KronTime achieves around
0.3× running time compared to PatchTST at length
16k and is comparable to the conventional convolution-
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Figure 2: Comparison of running time and GPU mem-
ory usage with different input lengths.

based TCN. Such advantage of improved running time
from using attention decomposition is larger as input
length grows. Besides, the memory usage of PatchTST
and KronTime stays relatively constant as input length
grows, because of FlashAttention-2 and hierarchical de-
composition, respectively.

4.5 Parameter Testing We next demonstrate the
influence of the Kronecker decomposition by compar-
ing the training curves (with training stop tolerance 20
epochs) under different decomposition strategies in Kro-
nTime. We perform such ablation studies on FaultDe-
tectionA dataset with 1024 input length after tokenized.
We change the total number of levels decomposed and
the size of each level while keeping other model and
training hyperparameters unchanged for fair compar-
isons. As shown in Figure 3(a), the training with 2-level
decomposition (16× 16) converges to the higher valida-
tion accuracy with faster speed, compared to no decom-
position (1-level decomposition), 3-level decomposition
(16×16×4), and 4-level decomposition (16×4×4×4).
This indicates that for FaultDetectionA dataset with
1024 length, 2-level Kronecker decomposition leads to
the optimal result. We then compare different decom-
position strategies with 2 levels, and results in Figure
3(b) show that decompositing the 1024 sequence into
32× 32 achieves superior results compared to other de-
compositions for this dataset.
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Figure 3: The validation accuracy with different Kro-
necker decomposition strategies (upper: number of lev-
els decomposed; lower: different decomposition with 2
levels) during the training phase.

5 Conclusion

The high-resolution time series classification problem
is essential due to the increasing availability of high-
fidelity time series data. The growth of such high-
resolution data will pose challenges in designing clas-
sification models. To tackle this challenge, we pro-
posed Kronecker-decomposed attention (KronTime) to
extract features from time series over 10,000 lengths ef-
fectively. The experiment demonstrates that KronTime
can achieve superior classification results with improved
efficiency compared to baselines.
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