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ABSTRACT 

 

Gunnam, Ganesh Reddy, Security Evaluation of Virtualized Computing Platforms, Master of 

Science Engineering (MSE), December, 2017, 119 pp., 1 Table, 92 Figures, 81 References 

 In this thesis, security experiments were conducted to evaluate embedded security 

protocol performance of two leading server operating systems, Apple’s MAC OS server LION 

Vs. Microsoft’s Windows server 2012 R2 OS under different types of security attack. 

Furthermore, experiments were conducted to understand and evaluate the effect of virtualization 

using Hyper-V with Windows 2012 R2 OS on MAC hardware platform. For these experiments, 

connection rate, connection latency, non-paged pool allocations and processor core utilization for 

different OS, virtual machines, and under different traffic types were measured.  
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CHAPTER I 

 

 

INTRODUCTION 

 

 

Recently there are many cyber-attacks happening in the world. Cyber threats are 

"growing more persistent, more diverse, more frequent and more dangerous every day," White 

House counter-terrorism adviser Lisa Monaco said at a cyber conference in New York on 26th of 

July 2016 [1]. The directive defines a significant cyber incident as one likely to harm national 

security or economic interests, foreign relations, public confidence, health safety or civil 

liberties, according to a White House fact sheet [1]. On 14 of June 2016 some hackers attacked 

on USA government by targeting Vermont Fish & Wildlife Department [2]. 470 gigabits per 

second (GBPS) distributed denial of service (DDoS) attack on an unnamed gambling website has 

been described as one of the largest and most complex assaults to date [3]. The perpetrators' 

multi-vector approach reached a packet-per-second peak of 110 million, although the assault was 

quickly mitigated by a security firm. The attack reportedly lasted just over four hours on 14 June 

2016 and was notable not only for the strength of the assault, but also the multi-vector approach 

that mixed "nine different payload (packet) types". The security firm claims that only 0.2% of 

DDoS attacks from the first quarter of 2016 were multi-vector [3]. Blizzard's Battle.net 

experienced another outage on 20th Jun 2016 after facing similar issues a week before, leaving 

players unable to log in to popular games such as Over watch, Hearthstone and World of 

Warcraft due to an alleged DDoS attack [5]. Notorious hacker group Lizard Squad has claimed 

responsibility for the latest disruption [4]. On 25th May 2015 some unknown attackers have been 
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directing an ever-changing army of bots in a distributed denial of service (DDoS) attack against 

NS1, a major DNS and traffic management provider and attackers sent 50 million to 60 million 

lookup packets per second to NS1 [5]. On 4th April 2016, some hackers infiltrated the systems of 

W-2Express, a third-party vendor, and download the W-2 forms of 3,500 Stanford University 

employees [6]. Recently, Hollywood Presbyterian Medical Centre in Los Angeles paid 

US$17,000 to the ransomware attackers to regaining access to their patient’s data [7]. 

In computing, a denial-of-service (DoS) attack is an attempt to make a machine or 

network resource unavailable to its intended users, such as to temporarily or indefinitely interrupt 

or suspend services of a host connected to the Internet. A distributed denial-of-service (DDoS) is 

where the attack source is more than one–and often thousands of-unique IP addresses. 

In a denial of service attack, the user (Attacker) sends several authentication requests to 

the server. These all requests have spoofed return addresses, so that server can't find the user 

when it tries to send the authentication approval. The server waits for some time, before closing 

the connection. If server close the connection, the attacker sends a new request, and the process 

begins again tying up the service indefinitely [9]. A Denial of Service attack consumes a victim’s 

system resource such as network bandwidth, CPU time and memory. In denial of service attack 

single attacker attacks single server. 

Cloud computing has become a convenient way of accessing services, resources and 

applications over the internet. This cloud computing has shifted the focus of organizations and 

industries away from the deployment and day by day running of their IT facilities by providing 

an on-demand, self-service, pay as you go business model [8]. Cloud computing platform face 

cyber security attacks and DDoS attacks. 
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1.1 Statement of the Problem 

 It is important to understand the impact of cyber security attack on cloud computing. 

Server virtualization is the masking of server resources, including the number and identity of 

individual physical servers, processors, and operating systems, from server users. The server 

administrator uses a software application to divide one physical server into multiple isolated 

virtual environments [10]. Some servers have no built-in protection against some of DDoS 

attacks. In thesis two different servers Microsoft server OS and MAC server OS on Apple 

hardware were tested against different types of Distributed Denial of Service (DDoS) attacks. In 

this thesis we conduct experiments to understand the performance of virtualized server having 

Windows 2012 R2 operating system on MAC hardware, against security attacks and compared 

with non-virtualized server OS. 

1.2 Distributed Denial of Service Attacks 

In Distributed Denial of Service attack several computers attack one target server. First attacker 

develops the zombie or Daemon or Agent. It is a malicious software’s which are instructed to 

attack the target at specific time. And then attacker tries to multiply the numbers of attackers by 

installing virtually the zombie at the internet user PCs which may be located at another external 

network to attack the target [11]. By doing this, the attacker network become giant. They are 

called “Botnet”. And finally, Victim PCs wait for the command which is be sent by the attacker 

via the zombie to attack the Target. In DDoS attack, the target can be affected directly or 

indirectly. In indirect attack, Attacker can multiply the number of zombies to attack the single 

target [11], [72]. 
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Figure 1.1 Denial of Service Attack 

 

 

Figure 1.2 Distributed Denial of Service Attack [11] 

1.2.1. ARP Flood Attack 

The ARP protocol was designed for translation of addresses between the second and third 

layers of the OSI model. The Data link layer uses MAC addresses to communicate between 

different hardware devices directly on a small scale. The Network layer uses IP addresses to 

create large scalable networks that can communicate across the globe. ARP cache poisoning is 
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one of the oldest forms of modern MITM (Man in the middle) attack. It allows an attacker on the 

same subnet as its victims to eavesdrop on all network traffic between the victims [12]. 

The devices which were using ARP protocol will accept updates at any time whereas the 

devices with DNS protocol will accept only secure dynamic updates. This means that any device 

can send an ARP reply packet to another host and force that host to update its ARP cache with 

the new value. Sending an ARP reply when no request has been generated is called sending a 

gratuitous ARP. When malicious intent is present the result of a few well-placed gratuitous ARP 

packets used in this manner can result in hosts who think they are communicating with one host, 

but, communicating with a listening intruder.   

 

Figure 1.3 ARP Flood Attack  
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Figure 1.4 ARP Flood Attack Operation 

The direct communication from Gateway to Host is the original standard traffic. The spoofing of 

the ARP Replies (the Gratuitous ARP Replies) convincing both sides they should send the data 

to the intruder. In a spoofed communication path, intruder listening in the middle of Gateway 

and Host. 

1.2.2. Ping Flood based DDoS Attack 

Ping Flood Attack is one of the oldest known network attacks, and its aim is to saturate 

the network with ICMP (Internet Control Message Protocol) traffic. ICMP Ping is used to verify 

the end-to-end internet path operation, where ICMP Echo request packet is sent to the target 

machine and an ICMP Echo Reply packet is expected to confirm communication between sender 

and receiver [13], [15]. 
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Figure 1.5 Ping Utility 

A router, or a host, uses an ICMP echo request (ping) message to test a destination’s 

reachability. A computer system that receives an ICMP echo request message will respond to it 

by sending an ICMP echo reply message back to the sender (Figure 1.5). Using this, an ICMP 

echo request and reply messages together can test the reachability of a computer on a network 

[14]. The ICMP echo request and reply messages are identified by the value of the type field in 

the ICMP message format [15]. If the value of type field is equal to 8, it becomes 

echo request, if the value of type field is equal to 0, it becomes an echo reply [14]. 

These Ping based DDoS attacks are flood of a large number of ping messages sent to 

target are known to be quite damaging to the availability of the web based services. The Ping 

attack can exhaust the target server’s bandwidth and computing resources [15]. The victim 

computer continues receiving a Ping message that generates an ICMP echo reply message sent to 

the source address of the Echo Request. 
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1.2.3. Smurf Attack 

A more sophisticated version of a DDoS attack is commonly known as a SMURF attack. A 

SMURF attack utilizes massive number of ICMP packets of spoofed source Internet Protocol 

(IP) addresses targeting the (Figure 1.6). This is achieved by altering the Echo Request sent to 

the botnet usingan IP broadcast address [14] [16]. The larger the Botnet is the faster and the 

bigger is the flood of Echo reply messages [17]. The increase of traffic reduces the target 

server’s ability to respond, and can quickly cause a complete denial of service [18] [19]. 

 

In this attack both the ICMP echo request and ICMP echo reply messages are used. While the 

perpetrator sends ICMP echo request messages to an unprotected broadcast domain for 

amplifying the attack, the victim computer actually receives amplified attack traffic that 

comprises mainly of ICMP echo reply messages. If the broadcast domain has N number of 

computers, then for each ICMP echo request broadcasted in such a domain will generate N 

number of ICMP echo reply messages that are sent to the victim’s server, due to the spoofed 

source address in the ICMP echo request messages [14].  
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Figure 1.6 SMURF Attack [20] 

1.2.4. TCP-SYN Flood Attack 

The Transmission Control Protocol (TCP) connection-oriented transport-layer protocol 

that provides reliable byte-stream delivery between two hosts on a network [21]. TCP uses a 

three-way handshake to establish a network connection. Before a client attempts to connect with 

a server, the server must first bind to and listen at a port to open it up for connections: this is 

called a passive open. Once the passive open is established, a client may initiate an active open. 

In this three-way handshake method first step is the active open is performed by the client 

sending a SYN to the server. The client sets the segment's sequence number to a random value 

A. The server sends back SYN-ACK (Synchronize-Acknowledgement) to the client [22]. The 

acknowledgment number is set to one more than the received sequence number i.e. A+1, and the 

sequence number that the server chooses for the packet is another random number, B. And 
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finally, client sends an ACK back to server. The sequence number is set to the received 

acknowledgement value i.e. A+1, and the acknowledgement number is set to one more than the 

received sequence number i.e. B+1 

 

Figure 1.7 Normal 3-way handshake 

In this TCP-SYN Attack, the attackers send SYN to server and then server sends SYN-ACK 

back to attacker, but the attacker won’t send Acknowledge (ACK) back to server. Because of this 

the server is still waiting to get ACK to establish a connection. If the attacker keeps on doing this 

process the server is going to crash and it’s not responds to legitimate users also. 
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Figure 1.8 TCP/SYN Flood Attack 

 

1.2.5. UDP Flood Attack 

The User Datagram Protocol (UDP) is a connectionless computer networking protocol. 

The UDP is unlike TCP and there is no guarantee of delivering, ordering or duplicate protection 

[23]. The UDP Flood Attack is occurs when an attacker sends IP packets containing UDP 

datagrams with the purpose of slowing down the victim to the point that the victim can no longer 

handle valid connections [24]. The main intention of UDP Flood Attack is to freeze the internet 

pipe.   
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Figure 1.9 UDP Flood Attack [24]  

In this UDP Flood Attack, an attacker sends UDP datagrams in IP packets with spoofed 

source addresses. These are all UDP datagrams targeting a DNS server. After reaching threshold 

limit of these datagrams, the DNS server will reject further UDP datagrams from all the 

addresses in the same security zone for the remainder of the current second. Because of this it 

will also reject legitimate UDP datagrams from an address in the same security zone.  

1.3 Virtualization and Cloud Computing 

From last fifty years, certain key trends created fundamental changes in how computing 

services are provided. In sixties and seventies mainframe processing played a big role. In eighties 

and nineties personal computers, client-server technology and digitalization of physical desktop 

were highlighted. After that internet came in to computer market. Now the new trend is cloud 
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computing and virtualization. Virtualization refers to the act of creating a virtual (rather than 

actual) version of something, including virtual computer hardware platforms, operating systems, 

storage devices, and computer network resources [25]. Virtualization is how a computer 

application experiences its created environment. Virtual machine monitor (VMM) or virtual 

manager is the technology used for virtualization, this will separate compute environments from 

the actual physical infrastructure. John Livesay, vice president of Intranet, said virtualization 

makes servers, storage systems, and workstations independent of the physical hardware layers. 

Virtualization is the foundational element of cloud computing. Virtualization is the software that 

manipulates hardware, while cloud computing refers to a service that results from that 

manipulation. These are the most important trends in the today’s business, because these are 

useful for reduce cost in IT industry while increasing efficiency, utilization and flexibility of 

their existing computer hardware [26] – [27].  

 

Figure 1.10 Virtualization of server 
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Virtualization software makes impossible for computers to run multiple operating systems 

and multiple applications on the same server at the same time. The first mainstream 

virtualization was done on IBM mainframes in the 1960s, but Gerald J. Popek and Robert P. 

Goldberg definition, virtualization allows many operating systems to run on the same server 

hardware at the same time, while keeping each virtual machine functionally isolated from all the 

others [27]. The first commercially available solution to provide virtualization for x86 computers 

came from VMware in 2001. 

1.3.1 Cisco Strategy 

 Many enterprise customers are moving to cloud computing for improving their 

businesses. They need advantages of the cloud without the associated infrastucture, management, 

and technical issues.The Internet of Everything (IoE) — bringing together people, processes, 

data, and things to make networked connections more relevant and valuable than ever before it is 

also creating an entirely new set of requirements for globally distributed and highly secure 

clouds. Many cloud providing companies follows FAST (Flexible, Automated, Secure, 

Transformative) approch to their cloud infrastucture. Cisco launched the concept of the World of 

Many Clouds™ and along with thier partners they are helping customers shape their own 

journeys to the cloud. Cisco believes that each customer and situation requires a unique cloud 

solution such as public, private, hybrid, consuming services, or integrating multiple clouds 

together [28]. 
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Figure 1.11 CISCO’s cloud strategy is to build the platform for the Internet of Everything (IoE) 

[28] 

 The Intercloud is also driving the connection of multiple isolated clouds to a platform for the 

Internet of Everything (IoE) while increasing the choice of cloud consumption models for IT 

services. 

  Cisco’s cloud strategy is to build the platform for the Internet of Everything with 

their partner ecosystem by connecting the World of Many Clouds into the Intercloud. This 

strategy enables businesses and cloud providers to increase ROI (Return Of Investment), reduce 

TCO (total cost of), lower risk, and enable business agility by using the increased efficiency, 

automation and management capabilities, enhanced security, transformative potential, and 

innovation edge that Cisco’s cloud solutions, services, and partner ecosystem can provide. 

  Cisco’s cloud strategy is based on Choice of consumption models, Intercloud 

infrastructure, Intercloud applications, Interoperability and open standards, and Security [28]. 

  Cisco strategy is becoming popular because they are providing comprehensive 

range of options for delivering profitable services, reducing risk, increase operational reliability 

and availability and build flexible resource allocation.   
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1.3.2 Cisco Cloud Web Security 

  Malware can enter the Cisco network when an infected user PC connects over a 

direct link in the office or a VPN link from a remote location. For these connections, Cisco IT 

uses the Cisco® Web Security Appliance (WSA) to protect the network from malware intrusion 

[29]. But Web Security Appliance is not available if PC is connecting to direct Internet, without 

cisco network for example public networks such as restaurants. In this case user PC will be 

affected by malware, which may disrupt user activity. So, Cisco uses Cloud Web Security 

(CWS) to protect from malware.  

 

Figure 1.12 Cisco Cloud Web Security Key functionality [29] 

  The web-filtering service in Cisco CWS creates, enforces, and monitors web 

usage policies by applying real-time, rule-based filters and checking an up-to-date and accurate 

database for categorizing websites. By enforcing an organization's acceptable usage policy and 
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reducing the volume of inappropriate content, Cisco CWS helps avoid potential legal liabilities, 

reduces bandwidth congestion, and improves employee productivity. 

  When a user enters a URL in a web browser, that request is routed to the nearest 

Cisco CWS data center where the Cisco Security Intelligence Operations (SIO) service applies 

correlated detection technologies, automated machine-learning heuristics, and multiple scanning 

engines to detect and block known and unknown malware on websites. Cisco CWS operates 

independently from the user device; all control over URL access and malware detection is 

carried out in the cloud [29]. 

1.3.3 Types of common virtualization software 

  We have many virtualization software being used in cloud computing. For each 

virtualization software has its own console and its own building methods, operation and different 

tools [30]. 

 1.3.3.1 GUEST OS/HOST OS 

In this type of virtualization depends on an existing operating system, a third-party virtualization 

software technique, and creation of various guest operating systems. Each guest application runs 

on the host using shared resources donated by host. This virtualization deals with limited number 

of devices and drivers. The major disadvantage is that disk I/O suffers greatly.  

VMware Server: VMware is a free offering from VMware and is considered an introductory 

package for use in small environments, testing, or for individuals. VMware server supports 64-

bit machines as hosts and guests [30]. 
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Sun x VM (VirtualBox):  VirtualBox is also called as Sun x VM VirtualBox. This VirtualBox 

software is also free and cross-platform. This is unlike VMware server, it is an open source. 

Because of adjustable video memory, remote device connectivity, RDP (Windows Terminal 

Services) connectivity, and snappy performance, it may become best virtualization software [30]. 

 1.3.3.2 HYPERVISOR 

Hypervisor is a free bare-metal hypervisor that virtualizes the servers, so you can consolidate 

your applications on less hardware [31]. Bare-metal means server system hardware without any 

operating system or other software installed on it. If the hypervisor is compromised, any attached 

VMs will also be compromised, and the default configuration on the hypervisor isn’t always the 

most secure [32]. 

Citrix Xen:Xen Server is an industry-leading, open source platform for cost-effective 

application, desktop, cloud, and server virtual infrastructures. This Xen software is open source 

hypervisor and it support para virtualization and hardware assisted virtualization. Xen allows the 

communication between the guest OS and the hypervisor by running modified guest kernel code 

with nonvirtualizable instructions replaced with calls to the hypervisor [33]. Xen Server enables 

organizations of any size or type to consolidate and transform compute resources into virtual 

workloads for today’s data center requirements, while ensuring a seamless pathway for moving 

workloads to the cloud [34]. 

VMware ESX/VMware ESXi: The name ESX originated as an abbreviation of Elastic Sky X. 

ESXi is not a software application but it includes integrates vital OS components such as kernel. 

VMware ESXi is the industry-leading, purpose-built bare-metal hypervisor. ESXi installs 

directly onto your physical server enabling it to be partitioned into multiple logical servers 
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referred to as virtual machines [35]. The ESXi bare-metal hypervisor’s management 

functionality is built into the VMkernel, reducing the footprint to 150 MB. This gives it a very 

small attack surface for malware and over-the-network threats, improving reliability and security 

[36]. 

Microsoft Hyper-V: Microsoft Hyper-V is windows based virtualization. We just need to install 

in-built Hyper-V application on windows. In this technology, we can able to run 64-bit or 32-bit 

virtual operating machines. We discussed more about this in later chapters. 

KVM: Linux KVM (Kernel Virtual Machine) is a modified QEMU, but unlike QEMU, KVM 

uses virtualization processor extensions (Intel-VT and AMD-V). KVM supports many x86 and 

x86_64 architecture guest operating systems, including Windows, Linux, and FreeBSD. It uses 

the Linux kernel as a hypervisor and runs as a kernel loadable module. This KVM technology 

supports only hardware assisted virtualization but not para virtualization. 

User-Mode Linux: User-mode Linux (UML) uses an executable kernel and a root file system 

to create a VM. To create a VM, you need a user-space executable kernel (guest kernel) and a 

UML-created root file system. These two components together make up a UML VM. The 

command-line terminal session you use to connect to the remote host system becomes your VM 

console. UML is included with all 2.6.x kernels.  
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Hypervisor/  

Feature [9]  

 

Esxi 

 

Hyper-V 

 

XEN 

 

KVM 

 

Version & base  

OS 

 

5.50; vm kernel 

(Linux-based) 

2012  

R2;  

Windows  

Server  

 

6.2; Linux 

(+QEMU) 

2.6.32-279; 

Linux (+QEMU) 

Architecture Bare-Metal; 

Full, Para and 

H/W -  

Assisted 

Virtualization  

 

Bare-Metal; 

Full, Para  

and H/W - 

Assisted  

Virtualization  

 

Bare-Metal; Full, 

Para  

and H/W - 

Assisted  

Virtualization  

 

Bare-Metal; 

Full, Para and 

H/W - Assisted  

Virtualization  

 

CPU &  

Memory  

Features  

 

Proportional 

Share-based  

Algorithm,  

Relaxed Co- 

Scheduling,  

Distributed 

Scheduler Cell  

 

Scheduling 

Control with  

VM reservation, 

VM  

limit and relative 

weight  

 

SEDF (Simple 

Earliest  

Deadline First), 

Credit  

 

Linux schedulers 

(Fair Queuing 

Scheduler,  

round-robin, fair 

queuing, 

proportionally)  

 

License Commercial Commercial Commercial License 

Network  

Management  

 

Priority-based 

Network I/O 

Control,  

TCP 

segmentation 

offload, net  

queue, 

distributed 

virtual switch  

 

Fixed disks, pass 

through  

disks, dynamic 

disks  

 

FIFO-based 

scheduling 

 

FIFO-based 

scheduling 

 

Storage 

Management 

 

Latency-aware 

Priority-based  

scheduler, 

storage DRS  

 

Fixed disks, pass 

through  

disks, dynamic 

disks  

 

No-op, 

anticipatory,  

deadline, 

completely  

fair queue (CFQ)  

 

No-op, 

anticipatory,  

deadline, 

completely  

fair queue (CFQ)  

 

Live Migration Yes Yes Yes Yes, same CPU 

type 

High availability Yes Yes Yes Yes 

Network SRIOV Enabled Enabled ---- Yes 
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Logical 

processors 

320 320 Unlimited Unlimited 

Physical 

memory 

4TB 4TB 4/64TB/unlimited 4/64/unlimited 

Virtual CPUs 

per Host 

2048 2048 160 core/host 

1096 

160 core/host 

4096 

Virtual CPUs 

per VM 

64 64 64 64 

Memory per VM ITB 1TB 2TB 2TB 

Active VMs per 

Host 

1024 512 Unlimited Unlimited 

Guest NUMA Yes Yes Yes Yes 

Maximum Node 32 32 32 32 

Maximum VM’s 8000 4000 4000 4000 

Table 1: Hypervisor comparison Table [37] 

 1.3.3.3 Hardware Emulation Software 

Bochs: Bochs is a free, open source, Intel architecture x86 (32-bit) emulator that runs on UNIX 

and Linux, Windows, and Mac OS X, but only supports x86-based operating systems. Bochs is a 

very sophisticated piece of software and supports a wide range of hardware for emulating all x86 

processors and x86_64 processor architecture. It also supports multiple processors but doesn’t 

take full advantage of SMP now. 

QEMS: QEMU is another free, open source emulation program that runs on a limited number of 

host architectures (x86, x86_64, and PowerPC) but offers emulation for x86, x86_64, ARM, 

Sparc, PowerPC, MIPS, and m68k guest operating systems. 

 1.3.3.4 Microsoft Virtual PC and Virtual Server: 

Virtual PC is a free virtualization software package from Microsoft. Virtual PC uses emulation to 

provide its VM environment. These are good solutions for hosting a few VMs on a Windows XP 
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Workstation or Windows 2003 Server. It isn’t a large environment solution by any stretch of the 

imagination, but it can get some VMs up and running cheaply and in very short order. 

1.4 Thesis Outline 

 In this thesis, I investigate the performance of Apple MAC PRO server having Windows 

Server 2012 R2 operating system against deferent Distributed Denial of Service (DDoS) attacks. 

And I evaluate the security of virtualized server against DDoS attacks.  

 In Chapter-I, I discussed the introduction of Distributed Denial of Service attacks, 

Virtualization and Cloud computing. And I also mentioned different types of virtualization 

software’s available and their comparison. In Chapter-II, I compared Windows Server 2012 R2 

OS on Apple MAC PRO hardware platform with MAC OS X SERVER LION 10.7.5 against 

different DDoS attacks sent to the inbuilt ethernet ports on the victim server. In Chapter-III, I 

installed 4-port Broadcom gigabit ethernet NIC adapter to Apple MAC PRO server and then 

evaluated the security against different DDoS attacks were sent to one port, two ports and four 

ports respectively. In Chapter-IV, I virtualized the Windows Server 2012 R2 operating system on 

Apple MAC PRO hardware by installing Hyper-V. And then, I installed four Virtual Machines 

having Windows Server 2012 R2 operating system on it. And later, I evaluated the performance 

of virtual machines by sending different DDoS attacks. In Chapter-V, I compare the performance 

of Virtualized server with the performance of Non-Virtualized server against DDoS attacks. And 

I compare multiple Virtual Machines affected by the DDoS security attacks.  
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CHAPTER II 

 

 

EFFECT OF DISTRIBUTED DENIAL OF SERVICE ATTACKS ON MAC PRO SERVER 

WITH INBUILT ETHERNET PORTS 

 Windows Server 2012, codenamed "Windows Server 8", is the sixth release of Windows 

Server. It is the server version of Windows 8 and succeeds Windows Server 2008 R2. Two pre-

release versions, a developer preview and a beta version, were released during development. The 

software was generally available to customers starting on September 4, 2012 [38]. 

Microsoft introduced Windows Server 2012 and its developer preview in the BUILD 

2011 conference on September 9, 2011. However, unlike Windows 8, the developer preview of 

Windows Server 2012 was only made available to MSDN subscribers. It included a graphical 

user interface (GUI) based on Metro design language and a new Server Manager, a graphical 

application used for server management. On February 16, 2012, Microsoft released an update for 

developer preview build that extended its expiry date from April 8, 2012 to January 15, 2013 

[39]. 

The successor to Windows Server 2012 is called Windows Server 2012 R2, was released 

along with windows 8.1 in October 2013. Windows Server 2012 has a new version of Task 

Manager along with older version. And it’s having a new version of Hyper-V, consists of many 

new features includes network virtualization, multi-tenancy, storage resource pools, cross-

premises connectivity, and cloud backup.         
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2.1 Experimental Setup 

In the experiment, simulated PING/SMURF attack traffic is sent to the victim server 

simultaneously from multiple networks. In the process of evaluating the impact of the attack in 

an organization-like environment, legitimate or client traffic is also sent to the server 

simultaneously along with attack traffic [40]. We measured the processor utilization, memory 

utilization and HTTP transactions for different loads of attack traffic ranging from 0 Mbps to 

1Gbps over a gigabit Ethernet link connected to the victim computer [41]- [42]. So much work 

has been done on different operating systems with DDoS attacks [43]- [59], [69]-[82] but the 

companies are still not able to correct all problems that have been observed. 

 

 

Figure 2.1 Experimental Setup 
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 The PING and SMURF attacks were performed using the experimental set up is shown in 

Figure.2. The victim server is an Apple MAC PRO, Two 2.4GHz Quad-Core Intel Xeon E5620 

“Westmere” processors server, 8 logical processor and 12 GB RAM [60]- [61]. As mentioned 

earlier, Windows 2012 R2 Standard Operating System and Apple MAC PRO server to MAC OS 

X SERVER LION 10.7.5 (11G63) has been installed in the victim server. Because we were 

going to compare these two operating systems in terms of HTTP transaction rate, CPU utilization 

and memory utilization response to Different DDoS attacks. The only protection mechanism that 

was active on the server platform was firewall in the both operating systems. 

In order to communicate with the client, first a sample webpage namely Index.html was 

created in the victim server with support of IIS service [63]. And then, this sample webpage was 

accessed through the Hyper Text Transfer Protocol (HTTP) request from a Client. The victim 

server was responds to the clients whenever server received a HTTP request from client. In this 

thesis, we created a controlled environment requesting web server request to the victim server. 

We calculated server capacity by means of HTTP connections per second, CPU utilization, 

memory utilization and non-paged pool allocations. Distributed Denial of service(DDoS) attacks 

were sent to the victim server in two different scenarios in this chapter. In these two different 

experimental setups, the legitimate or client traffic is sent at the rate of 3000 HTTP requests per 

second to the server. 

2.2 Performance parameters for Evaluation 

 In this experiment, the parameters that are used to evaluate the performance were 

Memory utilization, CPU utilization, Non-paged pool allocation and HTTP transactions per 

second. Some of these parameters we collect from Performance monitor present in that particular 

Operating system. In performance monitor, click on “Data Collector Sets” option, then select 
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“User Defined” to create new data collector set. And then we can create manually by selecting 

those performance parameters. 

CPU Utilization (CPU Usage in %):  % Processor Time is the percentage of elapsed time that 

the processor spends to execute a non-Idle thread. It is calculated by measuring the percentage of 

time that the processor spends executing the idle thread and then subtracting that value from 

100%. (Each processor has an idle thread that consumes cycles when no other threads are ready 

to run). This counter is the primary indicator of processor activity, and displays the average 

percentage of busy time observed during the sample interval. It should be noted that the 

accounting calculation of whether the processor is idle is performed at an internal sampling 

interval of the system clock (10ms). On today’s fast processors, % Processor Time can therefore 

underestimate the processor utilization as the processor may be spending a lot of time servicing 

threads between the system clock sampling intervals. Workload based timer applications are one 

example of applications which are more likely to be measured inaccurately as timers are signaled 

just after the sample is taken. The Processor utilization is amount of usage to the total central 

processing unit (CPU). This will evaluate whether that attack traffic is effect on the CPU. If CPU 

utilization is more, that attack traffic is CPU intensive attack. The name of counter that is used to 

evaluate processor utilization is known as \Processor (_Total) \% Processor Time.  

 The Processor performance object consists of counters that measure aspects of processor 

activity. The processor is the part of the computer that performs arithmetic and logical 

computations, initiates operations on peripherals, and runs the threads of processes.  A computer 

can have multiple processors.  The processor object represents each processor as an instance of 

the object. This particular MAC PRO server has 8 logical processors, hence the counters that 

were used to monitor the core utilization of the server are \Processor (0) \%Processor Time, 
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\Processor (1)\%Processor Time, \Processor (2)\%Processor Time, \Processor (3)\%Processor 

Time, \Processor (4)\%Processor Time, \Processor (5)\%Processor Time, \Processor 

(6)\%Processor Time, \Processor (7)\%Processor Time. 

Memory Utilization (RAM Usage in MBytes): Available MBytes is the amount of physical 

memory, in Megabytes, immediately available for allocation to a process or for system use. It is 

equal to the sum of memory assigned to the standby (cached), free and zero-page lists. The 

memory utilization is the amount of RAM usage with respect to total random-access memory 

available assigned to that particular operating system. If the memory utilization is more then we 

can say that this particular attack is called Memory intensive attack. The name of the counter that 

is used to evaluate memory utilization is known as \Memory\Available MBytes.  

HTTP transaction per second: This HTTP transactions are referred to the number of legitimate 

connections established by the server. This parameter will give the number of connections per 

second established by the server for different amount of attack traffic ranging from 1 Mbps to 1 

Gbps. This parameter helps in determine whether the server has reached to its saturation point. 



 

28 
 

2.3 Results and discussion 

2.3.1 Windows Server 2012 R2 OS on MAC platform 

 In this section, different Distributed Denial of Service Attacks sent to Windows Server 

2012 R2 operating system is installed on Apple Server platform. In this chapter, we used Apple 

inbuilt Ethernet ports in the Apple MAC PRO 2010. We discussed the evaluation of different 

DDoS attacks on this setup.  

 2.3.1.1 Ping Flood Attack 

 

Figure 2.2 Number of HTTP connections established by the server under Ping Flood Attack on 

Windows 2012 R2 OS on Apple Server Platform 

In this scenario, we used the Windows Server OS on the Apple’s server hardware 

platform. To analyze the effectiveness of an attack on the server, we found the maximum number 

of HTTP connections that can be establish on the server without the presence of attack traffic 

(baseline performance), and then this result was compared with the results obtained in presence 

of the attack traffic. In the beginning, the legitimate HTTP connections were established with the 

server in the absence of attack traffic, and then the simulated attack traffic was introduced in the 

network and intensity was measured. To evaluate the impact of the ICMP based attack traffic, 
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the number of HTTP connections that the server could handle was recorded for various amount 

of attack traffic ranging from 100 Mbps to 1 Gbps. The baseline performance of the server with 

no attack traffic was measured to be 6000 HTTP connections per second. After baseline HTTP 

connections were established, simulated attack traffic was introduced in the range of 100 Mbps 

to 1 Gbps to the network. Traffic intensity was measured in the steps of 100 Mbps. When the 

PING attack traffic was introduced as shown in Figure 2.2, the base line performance of 6000 

HTTP connections of the Windows server was maintained up to 600 Mbps of PING attack 

traffic. However, as the PING flood was increased beyond 600 Mbps, the server’s baseline 

performance was found to decline. When the attack traffic reached 700 Mbps, the number of 

HTTP connections declined to 4950 HTTP connections. At 800 Mbps of attack traffic the 

legitimate connections declined to 350 only. Finally, at higher PING flood intensity greater than 

800 Mbps, no legitimate connections could be established with the server (Figure 2.2). 

 

Figure 2.3 Individual Core Utilization under Ping Flood Attack when sent to the Victim Server 

on Windows 2012 R2 OS on Apple Server Platform 
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In the initial stage of individual core utilization only two logical processors are participated. At 

800 Mbps of Ping attack traffic, two more processors are start sharing utilization because the 

number of HTTP transactions are almost zero. 

2.3.1.2 Smurf Attack 

 

 

 

Figure 2.4 Number of HTTP connections established by the server under Smurf Attack on 

Windows 2012 R2 OS on Apple Server Platform 

 

In scenario, the Smurf flood attack was used to evaluate Windows Server OS 2012 R2 on the 

same server hardware platform from Apple Inc. A drastic change was observed in Microsoft’s 

Windows server performance under the Smurf flood attack compared to its previous performance 

under PING flood attack. In this scenario, the baseline server performance of the number of 

legitimate connections fell sharply as the Smurf attack traffic increased beyond 100 Mbps. All 

legitimate client connections were lost at 150 Mbps of Smurf attack traffic, which is a relatively 
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low attack bandwidth compared to 1000 Mbps or 1 Gbps being common these days. No 

legitimate client connections could be established with the Microsoft’s server OS running on the 

same hardware platform from Apple Inc. (Figure 2.4) for Smurf traffic higher than 150 Mbps. 

 

Figure 2.5 Individual Core Utilization under Smurf Attack when sent to the Victim Server on 

Windows 2012 R2 OS on Apple Server Platform 

This seemed quite unusual in the beginning knowing the fact that the server hardware 

deployed 8 core processors but the whole server system became unresponsive under relatively 

small volume of Smurf attack traffic of 150 Mbps. Further analysis of the core utilization showed 

that one of the core maxed out and other cores didn’t share the excess load of the Smurf flood. It 

was not clear if it was due to the inability of the Window’s server OS in handling the Smurf 

flood or was it due to the inability of the Apple’s hardware platform in sharing the excess load. 

In one of the literatures issued by Apple Inc [62], Apple gave a statement saying “It’s not 

possible to split a single thread across multiple cores, although a single core may run multiple 

threads at the same time. This is one reason that you may sometimes see uneven load 

distributions across the available cores on your computer”. 
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2.3.1.3 TCP-SYN Flood Attack 

 

Figure 2.6 Number of HTTP connections established by the server under TCP-SYN Flood 

Attack on Windows 2012 R2 OS on Apple Server Platform 

 

In scenario, the TCP-SYN flood attack was used to evaluate Windows Server OS 2012 R2 on the 

same server hardware platform from Apple Inc. It remains full 6000 HTTP connections until 700 

Mbps of TCP-SYN flood attack. At 800 Mbps of TCP-SYN flood attack, the number of HTTP 

transactions per second were start declining and HTTP connections continued to decrease with 

increased attack traffic. Coming to Individual processor utilization, there were only two logical 

cores that were sharing processor utilization from the baseline to 700 Mbps of attack traffic. And 

later four cores start sharing the processor utilization because of HTTP transactions were started 

declined at 800 Mbps of TCP-SYN flood attack traffic. 
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Figure 2.7 Individual Core Utilization under TCP-SYN Flood Attack when sent to the Victim 

Server on Windows 2012 R2 OS on Apple Server Platform 

 

2.3.2 MAC OS on MAC server 

 2.3.2.1 Ping Flood Attack 

 

Figure 2.8 Number of HTTP connections established by the server under Ping Flood Attack on 

Mac OS on Apple Server Platform 
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For this scenario, we used the Apple’s native MAC OS for the same Apple’s server hardware 

platform. Comparatively, the Mac OS results were found to be different from that of Windows 

Server 2012 R2 for the same hardware platform. Baseline performance could be maintained till 

500 Mbps of the PING flood. A significant decline in the number of legitimate connections was 

found at 600 Mbps supporting only 50 legitimate connections under Ping attack (Figure 2.8). 

This kind of significant decline in the legitimate connections was found to be at 800 Mbps for 

Windows Server 2012 R2 OS on Apple’s hardware server platform. Inferring from the 

performance data, it showed that the Microsoft’s Windows Server 2012 R2 was performing 

better than Apple’s Mac OS on its native Apple. 

 2.3.2.2 Smurf Attack 

 

Figure 2.9 Number of HTTP connections established by the server under Smurf Attack on Mac 

OS on Apple server platform 
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In this scenario, we used native Mac OS on the same Apple’s server hardware platform. A Smurf 

attack on Mac OS produced relatively improved resilience of the server compared to the crashing 

of Windows Server 2012 R2 at 150 Mbps of the smurf attack load. Compared with Windows OS, 

Mac OS could sustain the Smurf attack till 300 Mbps by supporting the baseline performance. 

When the attack traffic increased, the number of legitimate connections started declining, and all 

legitimated connections were completely lost after the attack traffic increased beyond 500 Mbps 

(Figure 2.9). 

 2.3.2.3 TCP-SYN Flood Attack 

 

Figure 2.10 Number of HTTP connections established by the server under TCP-SYN Flood 

Attack on Mac OS on Apple Server Platform 

 

In this scenario, we used native Mac OS on the same Apple’s server hardware platform. A TCP-

SYN attack on Mac OS behaves like Smurf attack on Windows 2012 Server R2 OS on Apple 

server platform. Above graph shows at 200 Mbps of TCP-SYN attack traffic, the number of 

HTTP transactions are almost becoming zero. Whereas at 200 Mbps of TCP-SYN attack traffic 

on Windows Server 2012 R2 OS on Apple server platform had full 6000 HTTP connections. 
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This shows that, TCP-SYN attack on Windows Server 2012 R2 OS on Apple server platform is 

having better security than TCP-SYN attack on Mac OS on Apple Server platform.   

2.3.3 Comparison of results 

 

Figure 2.11 Comparison of legitimate HTTP Connections supported by different configurations. 

 

It is important to compare the performance of different servers under different types of 

ICMP attacks to obtain a better picture of protection provided by these leading server platforms. 

Comparative performance is shown in Figure 2.11 for two server OS under two different types of 

ICMP based attacks. Under Ping attack, the Microsoft’s Windows Server OS 2012 R2 on 

Apple’s server hardware performs better than Mac LION OS on its own native Apple server 

hardware. It is found that for the Microsoft’s Windows OS, the number of legitimate connections 

start declining from its baseline of 6000 connections for attack traffic higher than 600 Mbps. 

However, for Mac OS on the same Mac hardware platform, the number of legitimate connections 
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starts declining from its baseline of 6000 connections when the Ping flood intensity exceeds 300 

Mbps. Under Smurf attacks, the Microsoft’s Windows server OS on MAC hardware platform is 

found to crash at relatively low Smurf attack intensity of 150 Mbps. However, under the Smurf 

attack, the Apple’s MAC LION OS performs much better on the same Apple’s Mac Pro 

hardware platform. The MAC OS lost all legitimate connections but at much higher attack traffic 

i.e. 600 Mbps. comparatively, under Smurf attack traffic, Mac OS on Apple’s server hardware 

platform shows higher survivability compared to that for Windows Server OS 2012 R2 on 

Apple’s server hardware platform. 

2.4 Chapter Summary 

It is observed that different server operating systems perform differently under different types of 

ICMP based flood attacks. Windows Server 2012 R2 is one of the most popular server used 

today, hence even though Apple server platform has its own operating system, it is common to 

use Windows Server 2012 R2 operating system on Apple Server hardware platform. It is shown 

in this paper, the Microsoft’s Windows Server OS performed better in term of survivability 

(number of legitimate connections supported under attack) when compared with that of Apple’s 

Server OS under Ping based ICMP attack traffic. However, under Smurf based ICMP attack, the 

Window’s Server OS crashed at a relatively low Smurf traffic of 150 Mbps. For the same smurf 

attack the Apple’s Server OS survived under the same scenario of 150 Mbps. However, it also 

dropped all legitimate connections rather at higher Smurf traffic intensity. The results presented 

in this paper show that the built-in protection mechanism of Windows Server 2012 R2 is not 

effective on its own against a SMURF flood attack. We conclude that both server OS need to 

deploy more efficient protection mechanisms especially against ICMP based Cyber-attacks 

without depending on external security devices. 
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CHAPTER III 

 

 

EFFECT OF DDoS ATTACKS ON WINDOWS 2012 R2 OS ON MAC HARDWARE 

PLATFORM WITH 4 PORT BROADCOM NIC ADAPTER 

 

In this chapter, I had installed 4-port Broadcom gigabit ethernet adapter on Mac server Hardware 

platform. And I evaluate the performance of Mac server with windows server 2012 R2 operating 

system under different DDoS attacks. 

In the experiment, simulated DDoS attack traffic is sent to the victim server simultaneously from 

multiple networks. In the process of evaluating the impact of the attack in an organization-like 

environment, legitimate or client traffic is also sent to the server simultaneously along with 

attack traffic [40]. We measured the processor utilization, memory utilization and HTTP 

transactions for different loads of attack traffic ranging from 0 Mbps to 1Gbps over a gigabit 

Ethernet link connected to the victim computer [41]- [42]. 

 The Distributed Denial of Service(DDoS) attacks were performed using the experimental 

set up is shown in Figure.2. The victim server is an Apple MAC PRO, Two 2.4GHz Quad-Core 

Intel Xeon E5620 “Westmere” processors server, 8 logical processor and 12 GB RAM [60]- 

[61]. As mentioned earlier, Windows 2012 R2 Standard Operating System and Apple MAC OS 

X SERVER LION 10.7.5 (11G63) has been installed in the victim server. Because we were 

going to compare these two operating systems in terms of HTTP transaction rate, CPU utilization 

and memory utilization response to Different DDoS attacks. The only protection mechanism that 

was active on the server platform was firewall in the both operating systems.  
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3.1 Experimental Setup 

The experimental set up was shown in Figure 3.1. The attack traffic was simulated in a 

controlled environment at the Network Research Lab at the University of Texas Rio Grande 

Valley (UTRGV).  

 

Figure 3.1 Experimental Setup 

 

 In order to communicate with the client, first a sample webpage namely 

Index.html was created in the victim server with support of IIS service [63]. And then, this 

sample webpage was accessed through the Hyper Text Transfer Protocol (HTTP) request from a 

Client.  The victim server was responds to the clients whenever server received a HTTP request 

from client. In this thesis, I created a controlled environment requesting web server request to the 
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victim server. I calculated server capacity by means of HTTP connections per second, CPU 

utilization, memory utilization and non-paged pool allocations.  

 The apple server consists of two port inbuilt Gigabit Ethernet adapters. And I installed 4-

port Broadcom Gigabit Ethernet adapter to the same apple server. As I mentioned earlier, I was 

tested the server with two inbuilt Gigabit Ethernet ports in the previous chapter.  

In this chapter, I used two different networks such as Class B and Class C networks. 

Class B network has consisted of 16 network bits and 16 host bits. This Class B address start 

with “10” and 128.0.0.0 was starting address and 191.255.255.255 was its ending address. And 

its default subnet mask is 255.255.0.0. Class B network having 16,384 networks and 65,536 

hosts per network. So, in total 1,073,741,824 possible addresses were available in Class B 

network.   

Class C network has consisted of 24 network bits and 8 host bits. This Class B address 

start with “110” and 192.0.0.0 was starting address and 223.255.255.255 was its ending address. 

And its default subnet mask is 255.255.255.0. Class C network having 2,097,152 networks and 

256 hosts per network. So, in total 536,870,912 possible addresses were available in Class C 

network.   

Distributed Denial of service(DDoS) attacks were sent to the victim server in three 

different scenarios with two different networks such as Class B and Class C in this chapter. 

These scenarios are classified based on the number of ports or network adapters in the server to 

which the attack traffic was sent. In all the three different experimental setups, the legitimate or 

client traffic is sent at the rate of 3000 HTTP requests per second to the server. 

 In the first scenario, the attack traffic was sent to one out of the four external ports in the 

server. First, to measure a baseline of the experiment by sending five minutes of legitimate 
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traffic in the form of HTTP requests without any attack traffic. Once the baseline of the 

experiment established, the attack traffic was introduced to the victim server. Initially, attack 

traffic intensity of 100 Mbps was applied from simulated attack network for five minutes. Later, 

it was increased to 200 Mbps of attack traffic for five minutes and this process will continue until 

to reach 1000 Mbps maximum bandwidth of Gigabit Ethernet adapter by increasing regular 

interval of 100 Mbps of attack traffic and run for regular interval of five minutes. This total 

experiment took fifty-five minutes.     

  In the second scenario, the attack traffic was sent to two out the four external ports in the 

server. First, to measure a baseline of the experiment by sending five minutes of legitimate 

traffic in the form of HTTP requests without any attack traffic. Once the baseline of the 

experiment established, the attack traffic was introduced to the victim server. Initially, attack 

traffic intensity of 200 Mbps was applied from simulated attack network (100 Mbps from each 

external Gigabit Ethernet adapter) for five minutes. Later, it was increased to 400 Mbps of attack 

traffic for five minutes and this process will continue until to reach 2000 Mbps maximum 

bandwidth of Gigabit Ethernet adapter by increasing regular interval of 200 Mbps of attack 

traffic and run for regular interval of five minutes. This total experiment took fifty-five minutes. 

 In the third scenario, the attack traffic was sent to all four external ports in the server. 

First, to measure a baseline of the experiment by sending five minutes of legitimate traffic in the 

form of HTTP requests without any attack traffic. Once the baseline of the experiment 

established, the attack traffic was introduced to the victim server. Initially, attack traffic intensity 

of 400 Mbps was applied from simulated attack network (100 Mbps from each external Gigabit 

Ethernet adapter) for five minutes. Later, it was increased to 800 Mbps of attack traffic for five 

minutes and this process will continue until to reach 4000 Mbps maximum bandwidth of Gigabit 
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Ethernet adapter by increasing regular interval of 400 Mbps of attack traffic and run for regular 

interval of five minutes. This total experiment took fifty-five minutes. 

 

3.2 Performance parameters for Evaluation 

 

 In this experiment, the parameters that are used to evaluate the performance were 

Memory utilization, CPU utilization, Non-paged pool allocation and HTTP transactions per 

second. Some of these parameters that were collect from Performance monitor present in that 

particular Operating system. In performance monitor, click on “Data Collector Sets” option, then 

select “User Defined” to create new data collector set. And then we can create manually by 

selecting those performance parameters. 

CPU Utilization (CPU Usage in %):  % Processor Time is the percentage of elapsed time that 

the processor spends to execute a non-Idle thread. It is calculated by measuring the percentage of 

time that the processor spends executing the idle thread and then subtracting that value from 

100%. (Each processor has an idle thread that consumes cycles when no other threads are ready 

to run). This counter is the primary indicator of processor activity, and displays the average 

percentage of busy time observed during the sample interval. It should be noted that the 

accounting calculation of whether the processor is idle is performed at an internal sampling 

interval of the system clock (10ms). On today’s fast processors, % Processor Time can therefore 

underestimate the processor utilization as the processor may be spending a lot of time servicing 

threads between the system clock sampling intervals. Workload based timer applications are one 

example of applications which are more likely to be measured inaccurately as timers are signaled 

just after the sample is taken. The Processor utilization is amount of usage to the total central 

processing unit (CPU). This will evaluate whether that attack traffic is effect on the CPU. If CPU 
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utilization is more, that attack traffic is CPU intensive attack. The name of counter that is used to 

evaluate processor utilization is known as \Processor (_Total) \% Processor Time.  

 The Processor performance object consists of counters that measure aspects of processor 

activity. The processor is the part of the computer that performs arithmetic and logical 

computations, initiates operations on peripherals, and runs the threads of processes.  A computer 

can have multiple processors.  The processor object represents each processor as an instance of 

the object. This MAC PRO server has 8 logical processors, hence the counters that were used to 

monitor the multi core utilization of the server are \Processor (0) \%Processor Time, \Processor 

(1)\%Processor Time, \Processor (2)\%Processor Time, \Processor (3)\%Processor Time, 

\Processor (4)\%Processor Time, \Processor (5)\%Processor Time, \Processor (6)\%Processor 

Time, \Processor (7)\%Processor Time. 

Memory Utilization (RAM Usage in MBytes): Available MBytes is the amount of physical 

memory, in Megabytes, immediately available for allocation to a process or for system use. It is 

equal to the sum of memory assigned to the standby (cached), free and zero-page lists. The 

memory utilization is the amount of RAM usage with respect to total random-access memory 

available assigned to that particular operating system. If the memory utilization is more then we 

can say that this attack is called Memory intensive attack. The name of the counter that is used to 

evaluate memory utilization is known as \Memory\Available MBytes.  

Non-paged pool allocation: Pool Nonpaged Allocs is the number of calls to allocate space in 

the nonpaged pool. The nonpaged pool is an area of system memory area for objects that cannot 

be written to disk, and must remain in physical memory if they are allocated.  It is measured in 

numbers of calls to allocate space, regardless of the amount of space allocated in each call.  This 
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counter displays the last observed value only; it is not an average. The name of the counter that is 

used to evaluate Non-paged pool Allocation is known as \Memory\Pool Nonpaged Allocs.  

HTTP transaction per second: This HTTP transactions are referred to the number of legitimate 

connections established by the server. This parameter will give the number of connections per 

second established by the server for different amount of attack traffic ranging from 1 Mbps to 1 

Gbps. This parameter helps in determine whether the server has reached to its saturation point. 

Connection Latency:  In today’s internet replete with tech-savvy consumers, the speed at which 

responses are received are as important as the response itself. Hence it is expected of a web 

server to not only respond to client requests but do so within a few milliseconds. As a result, the 

delay caused in responding to an HTTP request, also known as Connection Latency, is 

considered as one of the deciding factors to determine the efficiency and quality of a web server. 

Therefore, the connection latency is also monitored to analyze the strain that the attack causes to 

the server and how it affects the speed of response. The Connection Latency is defined as “the 

average time elapsed between the time the client sends a SYN packet and the time it receives the 

SYN/ACK” Connection latency is measured in microseconds in the counter available in the 

client. In this thesis, the connection latency is represented in milliseconds. 
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3.3 Results and Discussion 

3.3.1 Ping Flood Attack  

 Ping based DDoS attacks are flood of a large number of ping messages sent to target are 

known to be quite damaging to the availability of the web based services. The ping attack can 

exhaust the target server’s bandwidth and computing resources. Class C network’s Ping attack 

was sent to three different scenarios as I mentioned earlier.  

 3.3.1.1 Class C Network Ping Flood Attack 

 Class C network has 256 hosts per network. In this experiment, I used one class C 

network that generates 256 networks.  

 

Figure 3.2 Number of HTTP connections established by the server under Ping Flood Attack 

when sent from Class C Network 

 

The above Figure 3.2 shows, the number of HTTP connections per second under class C of Ping 

flood attack traffic. There was no much effect on HTTP connection rate in the first scenario until 

900 Mbps of attack traffic and there were approximately 400 HTTP connections per second at 
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100% of attack traffic load. In 2 ports and 4 ports scenario, the connection rate was declined at 

40% of Ping flood attack traffic and the connection rate was 200 at 100 % of attack traffic load. 

 

Figure 3.3 Average Processor Utilization under Ping Flood Attack when sent from Class C 

Network 

 

The Average processor utilization of three different scenarios under Class C network Ping attack 

traffic was approximately 5 % of total processor usage at baseline of no attack traffic as shown in 

Figure 3.3. Interestingly, at 20 % of Ping attack traffic the average processor utilization was 

reached to its maximum usage throughout the experiment in all three scenarios. It was reached to 

50 % of processor utilization at 800 Mbps (20% of 4 Gbps) of attack traffic in 4 ports scenario. 

The Figure 3. 4 shows the number of non-paged pool allocations under class C network Ping 

flood attack in all three scenarios. The number of Non-paged pool allocations were 

approximately same in all three scenarios until 40% of Ping attack traffic load. When server 

reached to 4 Gbps of Ping attack traffic, the number of non-paged pool allocations were 

approximately 217000. The number of non-paged pool allocations were increasing while 

increasing the number of ports as shown in Figure 3.4.  
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Figure 3.4 Number of Non-Paged Pool Allocations under Ping Flood Attack when sent from 

Class C Network 

 

 

 3.3.1.2 Class B network Ping Flood Attack 

 

 Class B network has 65,536 hosts per network. In this experiment, I used one class B 

network that generates 65,636 different networks. 

 

Figure 3.5 Number of HTTP connections established by the server under Ping Flood Attack 

when sent from Class B Network 
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The above Figure 3.5 shows the HTTP connection rate under class B network of Ping flood 

attack. The number of HTTP connections per second were maximum of 3000 until 30% of Ping 

attack traffic in case of all three scenarios. In the first scenario, the HTTP connections per second 

were started declining at 50% and it was reached approximately 250 HTTP connections at 1000 

Mbps (100% of 1Gbps) of Ping flood attack. In 4 ports scenario, the HTTP connection rate was 

sharp declined at 40% of attack traffic load and there were about 100 HTTP connections per 

second at maximum attack traffic load. 

 

Figure 3.6 Average Processor Utilization under Ping Flood Attack when sent from Class B 

Network 

 

The above Figure 3.6 shows the average processor utilization under class B network Ping flood 

attack traffic in all three scenarios. When ping attack traffic sent to single port, approximately 

15% of total processor utilized. And then I sent ping attack traffic to two ports, its increased to 

25%. And alter I sent ping attack traffic to all four ports, its used approximately 40% of total 

processor. This clearly shows amount of total processor utilization increases by increasing 

number of attacking ports. 
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Figure 3.7 HTTP Connection Latency under Ping Flood Attack when sent from Class B Network 

 

 The connection Latency of the victim server shown above Figure 3.7 is used to evaluate 

the ability of the server to handle the class B network Ping flood attack traffic. At 50 % of Ping 

attack traffic, all three scenarios the connection latency was almost zero. In 4 ports scenario, 

connection latency was reached to 1200 milliseconds at 4 Gbps of Ping attack traffic. Whereas 1 

port scenario, the connection latency was reached to 70 milliseconds. This clearly shows, HTTP 

connection latency was increasing with increasing number of ports.  

 

 3.3.1.3 Comparison of Class B with Class C Networks under Ping flood attack 

The HTTP connection rate was affected more in Class B Ping flood attack traffic, because of 

number of different networks generated by class C. If it is large network, the server will have to 

respond more times. As a result, the HTTP connection rate was more affected with class B 

network. I observed, there were 100 HTTP connections at 4 Gbps (100% of 4Gbps) of Ping 

attack traffic with class B netwok whereas in class C, there were 200 connections at 4 Gbps of 

attack traffic.  
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3.3.2 Smurf Attack 

A more sophisticated version of a DDoS attack is commonly known as a SMURF attack. A 

SMURF attack utilizes massive number of ICMP packets of spoofed source Internet Protocol 

(IP) addresses targeting the victim server’s IP address This is achieved by altering the Echo 

Request sent to the botnet using an IP broadcast address. The larger the Botnet is the faster and 

the bigger is the flood of Echo reply messages. The increase of traffic reduces the target server’s 

ability to respond, and can quickly cause a complete denial of service.  

 

 3.3.2.1 Class C network Smurf Attack 

 

The below Figure 3.8 shows the HTTP connection rate under class C Smurf attack traffic in all 

three scenarios. In the first scenario, the HTTP connections were started declining at 300 Mbps 

of attack traffic. The connection rate was reached t0 1750 at 900 Mbps of attack traffic and then 

it declined to approximately 400 connections per second. 

 

 

Figure 3.8 Number of HTTP connections established by the server under Smurf Attack when 

sent from Class C Network 
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In 2 ports scenario, the number of HTTP connections were started decling at 200 Mbps of attack 

traffic and at 1200 Mbps (60% of 2 Gbps) of Smurf attack traffic there was almost no 

connections. In 4 ports scenario, there were only 200 HTTP connections at 400 Mpbs of attack 

and there were no HTTP connections at only 40% of attack traffic load.  

 

 

Figure 3.9 Average Processor Utilization under Smurf Attack when sent from Class C Network 

 

 

 The above Figure 3.9 shows the average processor utilization under class C network 

Smurf attack in all three scenarios. The average processor utilization in single port scenario was 

approximately 35% at 100 Mbps of attack traffic. And it was reached to 48% at 400 Mbps of 

attack traffic load and maintained same for rest of the experiment. In other two scenarios, the 

average processor utilization was almost 50% once the Smurf attack traffic was introduced. 
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3.3.2.2 Class B network Smurf Attack 

The Figure 3.10 shows the HTTP connection rate under Class B network Smurf attack 

traffic under one port and four port scenarios. The number of HTTP connections was started 

declining at 30% of attack traffic load in the single port scenario and the connection rate was 

keep declining while increasing the attack traffic load. Approximately there were 200 HTTP 

connections per second established in single port scenario at 1000 Mbps of attack traffic load. 

Whereas in 4 ports scenario, the HTTP connection was started declining at 400 Mbps of Smurf 

attack traffic and reached to 250 HTTP connections per second. And at 800 Mbps (20% of 2 

Gbps) of Smurf attack traffic load, there were no HTTP connections established by the server.  

 

Figure 3.10 Number of HTTP connections established by the server under Smurf Attack when 

sent from Class B Network 

 The average processor utilization under class B network Smurf attack was similar to class 

C and there was no much difference. The Figure 3.11 shows the non-paged pool allocations 

under class C network Smurf attack in one port and four port scenarios. It shows that the non-

paged pool allocations were decreasing while increase the number of ports.  
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Figure 3.11 Number of Non-Paged Pool Allocations under Smurf Attack when sent from Class B 

Network 

 

The HTTP connection latency under class B network Smurf attack in case of all three scenarios 

was shown in Figure 3.12. Connection latency was increasing with the increase of attack traffic 

in all three scenarios. 9500 milliseconds of connection latency were registered in case of 4 ports 

scenario at 100% of Smurf attack traffic load. 

 

Figure 3.12 HTTP Connection Latency under Smurf Attack when sent from Class B Network 
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3.3.3 TCP-SYN Flood Attack  

The Transfer Control Protocol (TCP) is a connection oriented protocol which is belongs to layer 

4 of OSI reference model. TCP uses a three-way handshake to establish a network connection. 

Before a client attempts to connect with a server, the server must first bind to and listen at a port 

to open it up for connections: this is called a passive open. Once the passive open is established, 

a client may initiate an active open. In TCP_SYN attack, attacker won’t respond for 

acknowledgement. Which results, the number of half open connections will exist, and server will 

wait for some time to receive acknowledgement from attacker. This will keep server busy all the 

time. Now will see how this TCP-SYN flood attack will affect Windows Server 2012 R2 

operating system on MAC hardware in case Class B and Class C network. 

 3.3.3.1 Class C network TCP-SYN Flood Attack 

The Figure 3.13 shows the HTTP connection rate established against class C TCP-SYN flood 

attack in all three different scenarios. This clearly shows the connection rate was decreasing in 

all three scenarios.  

 

Figure 3.13 Number of HTTP connections established by the server under TCP-SYN Flood 

Attack when sent from Class C Network 
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In the first scenario, the HTTP connection rate was started declining at 50% of TCP-SYN attack 

traffic load and it was keep declining at higher attack traffic. In the second scenario, the HTTP 

connection rate was started declining at 40% of attack traffic load. In third scenario, the 

connection rate was started declining at only 30% of attack traffic load. At 100% of TCP-SYN 

attack traffic, the HTTP connection rate was approximately zero in all three scenarios. 

 

Figure 3.14 Average Processor Utilization under TCP-SYN Flood Attack when sent from Class 

C Network 

 

The Figure 3.14 shows the average processor utilization under class C TCP-SYN attack traffic in 
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increasing by increasing the number of ports. The Figure 3.15 shows the HTTP connection 
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Figure 3.15 HTTP Connection Latency under TCP-SYN Flood Attack when sent from Class C 

Network 

 3.3.3.2 Class B network TCP-SYN Flood Attack 

In TCP-SYN flood attack, the number of half open connections will be more with more number 

of different hosts. Class B network provides more number of hosts per network than class C 

network. So, will see class C impact on the victim server under TCP-SYN flood attack traffic.  

  

 

Figure 3.16 Number of HTTP connections established by the server under TCP-SYN Flood 
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The Figure 3.16 shows the number ofHTTP connections established per second under class B 

network TCP-SYN attack. The HTTP connection rate was started declining at 40% of attack 

traffic load in the single port scenario. By the increasing number of half-open connections, the 

HTTP connection rate was drastically declined at 20% of TCP-SYN attack traffic in the two 

ports scenario and server became connectionless at only 30% of attack traffic load. In the 4 ports 

scenario, there were approximately 250 HTTP connections at only 10% of attack traffic load and 

became connectionless at 20% of TCP-SYN attack traffic load. 

 

 

Figure 3.17 HTTP Connection Latency under TCP-SYN Flood Attack when sent from Class B 

Network 
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 3.3.3.3 Comparison of Class B with Class C networks under TCP-SYN attack traffic 

Because of having more number of different host connections, the class B has more impact on 

server than class C network. The number of half-open connections will be more in class B even 

though the attack intensity was same in case of class C. Because the TCP-SYN attack will create 

a half-open connection for each different host. I observed that, there were still some connections 

established even at 100% of attack traffic in four ports scenario in case of class C network but 

the server became connectionless at only 20% of TCP-SYN flood attack traffic in case of class B 

network. The below Figure 3.18 shows the number of non-paged pool allocations under TCP-

SYN flood attack traffic in the class B and class C networks. The number of non-paged pool 

allocations were more in the class B than class C network. It shows there was no impact on non-

paged pool allocations in class C network even after introduced the attack traffic.   

 

Figure 3.18 Number of Non-Paged Pool Allocations under TCP-SYN Flood Attack when sent 

from Class B and Class C Networks 
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3.3.4 UDP Flood Attack 

The User Datagram Protocol (UDP) is a connectionless computer networking protocol. The 

UDP is unlike TCP and there is no guarantee of delivering, ordering or duplicate protection. The 

UDP Flood Attack occurs when an attacker sends IP packets containing UDP datagrams with the 

purpose of slowing down the victim to the point that the victim can no longer handle valid 

connections. The main intention of UDP Flood Attack is to freeze the internet pipe. In this UDP 

Flood Attack, an attacker sends UDP datagrams in IP packets with spoofed source addresses. 

These are all UDP datagrams targeting a DNS server. After reaching threshold limit of these 

datagrams, the DNS server will reject further UDP datagrams from all the addresses in the same 

security zone for the remainder of the current second. Because of this it will also reject legitimate 

UDP datagrams from an address in the same security zone.  

 

3.3.4.1 Class C network UDP Flood Attack 

 

 

Figure 3.19 Number of HTTP connections established by the server under UDP Flood Attack 

when sent from Class C Network 
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The above Figure 3.19 shows the HTTP connection rate of victim server under class C UDP 

flood attack traffic in three scenarios. The HTTP connection rate was started declined at 50% of 

UDP flood attack traffic. There were approximately 1600 connections were established by the 

server at 90% of attack traffic load in one port scenario and there was sudden decline at 100% of 

attack traffic load. In two ports scenario, the victim server has started declining HTTP 

connections at 30% of attack traffic load and victim server became connectionless at 90% of 

attack traffic load. In the 4 ports scenario, the HTTP connection rate was started declining at only 

20% attack traffic load and became connectionless at 70% of UDP flood attack traffic. 

 

 3.3.4.2 Class B network UDP Flood Attack 

 

Figure 3.20 Number of HTTP connections established by the server under UDP Flood Attack 

when sent from Class B Network 
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30% of attack traffic load. In the 4 ports scenario, the HTTP connection rate was sharp declined 

at 20 % of UDP attack traffic load and victim server became connectionless at 50% of attack 

traffic load. The connection latency was decreasing by increasing the number of ports as shown 

in the Figure 3.21. 

 

Figure 3.21 HTTP Connection Latency under UDP Flood Attack when sent from Class B 

Network 
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3.4 Comparison of Results 

Now will see the comparison between the different DDoS attacks under class B and class C 

networks when it sent to four gigabit ethernet ports. The Figure 3.22 shows the class C network 

and Figure 3.23 shows class B network. The Smurf attack was affecting the victim server more 

than all other DDoS attacks in both class C and class B networks. There was no much security 

against Smurf attack on this victim server. 

 

Figure 3.22 Comparison of HTTP connections under different DDoS attacks when sent to four 

ports from class C network 
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Figure 3.23 Comparison of HTTP connections under different DDoS attacks when sent to four 

ports from class B network 

 

UDP flood attack was also affecting victim server in both cases irrespective of different number 
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3.5 Chapter Summary 

The behavior of Windows Server 2012 R2 operating system on MAC hardware platform with 

external Broadcom ethernet adapters was different with inbuilt ethernet adapters. There was a 

more probability of getting affected to all ethernet ports if one ethernet port was compromised. It 

was observed that, if victim server was affected by class B network, it will affect more on HTTP 

connection rate than with class C network. In this chapter, there was different results with 

different scenarios was observed in both the class C and class B Network Distributed Denial of 

Service Attacks. For some DDoS attacks, there was not enough security in the victim server.
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   CHAPTER IV 

 

 

EFFECT OF SECURITY ATTACKS ON VIRTUALIZED WINDOWS SERVER 2012 R2 OS 

ON MAC HARDWARE PLATFORM WITH 4 PORT BROADCOM NIC ADAPTER 

 Server virtualization enables multiple server instances to run concurrently on a single 

physical host; yet server instances are isolated from each other. Each virtual machine essentially 

operates as if it is the only server running on the physical computer. Network virtualization 

provides a similar capability in which multiple virtual network infrastructures run on the same 

physical network (potentially with overlapping IP addresses), and each virtual network 

infrastructure operates as if it is the only virtual network running on the shared network 

infrastructure [64]. Hyper-V is the virtualization software from Microsoft Corporation and works 

very well within a Microsoft environment. The hypervisor itself can run almost all OSs as VMs 

but is lacking when it comes to virtual networking and management options for a standalone 

system [65]. 

4.1 Experimental setup 

The victim server is an Apple MAC PRO, Two 2.4GHz Quad-Core Intel Xeon E5620 

“Westmere” processors server, 8 logical processor and 12 GB RAM [60]- [61]. As mentioned 

earlier, Windows 2012 R2 Operating System was installed on the MAC hardware platform 

which was used as the target server. 

 



 

66 
 

 The built-in firewall of the server was enabled with the default settings throughout all the 

experiments. The experimental set up is shown in Figure 3.1. The attack traffic was simulated in 

a controlled environment at the Network Research Lab at the University of Texas Rio Grande 

Valley (UTRGV). The Non-Virtualized Windows Server 2012 R2 Operating System on MAC 

hardware platform was initially tested against four most popular DDoS attacks, Ping Flood, 

Smurf, TCP/SYN and UDP Flood attacks. In Chapter, Virtualization was introduced, and 

Virtualized Windows Server was used. Now I will test virtualized Windows Server 2012 R2 

operating system on Apple MAC hardware platform. As I mentioned in Chapter I, there are 

many virtualization techniques available out there. In this chapter, Hyper-V technique was used. 

The Hyper-V manager was installed in the Windows OS through the Server manager 

console [66]. 

 
Figure.4.1 Experimental setup 
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Hyper-V Installation: Configuration click through the following options <Configure this local 

server> » <Add roles and features> » <role-based or feature-based installation option> » <Next> 

» < a server from the server pool option > » < Roles> » <Hyper-V> and continue to click on 

<Next> until you reach the finish installation screen and then restart the server. And then click 

<Server manager console> » <Tools tab> » <Hyper-V manager> » <Actions tab> » <New 

Virtual Machine> this will open a New Virtual Machine Wizard. Click on Next in the <Before 

You Begin> Window. The name and location for the Virtual Machine to be entered and then 

click on Next to choose the Generation of the Virtual Machine depending on the type of OS. If 

the Virtual Machine or the Guest Operating System is a 64-bit version of Windows 8 or 

Windows Server 2012 or later, then choose Generation 2, else choose Generation 1. Note: It is 

important to note that the generation of a virtual machine cannot be changed after the virtual 

machine has been created. It has to be chosen correctly to ensure that support is provided for 

features such as SCSI boot, Secure Boot and PXE boot using a standard network adapter. The 

Operating System of the Virtual Machine is Windows Server 2012 R2, hence generation 2 was 

selected. 

Next, the startup memory for the virtual machine is assigned [67]. The requirement of the 

startup memory is decided based on the role of the virtual machine and the Operating System 

that the Virtual Machine will run. For the Windows Server 2012 R2 guest OS that was being 

installed, 512 MB was assigned as the startup memory. Click on Next and choose <Virtual 

switch> for the virtual machine. Virtual Switches are broadly classified into three types: 

External, Internal and Private [68]. For this thesis, an external switch is designated to the VM. 

Following this step, the location from which the image of the virtual machine is to be installed is 
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specified and then the installation options are selected. Finally, the virtual machine with the 

Windows Server 2012 R2 operating system is created. 

In this Chapter, I evaluate the effect of virtualization on Windows Server 2012 operating 

system on Apple MAC hardware platform. As I mentioned earlier, the victim server hardware 

platform is an Apple MAC PRO, two 2.4GHz Quad-Core Intel Xeon E5620 “Westmere” 

processors server having 8 logical processor and 16 GB of RAM. I allocated all available 

processors (8 logical processors) to Virtual Machines. Different amount of memory was 

allocated for different scenarios discussed below. The virtual machine was set up as a web server 

like the non-virtualized system which is now acting as the host Operating System on the same 

hardware. The victim server OS, Windows Server 2012 R2, in the virtual machine was set up as 

a Web server, as a result, the latest version of Internet Information Services (IIS 8.0) was 

installed in the server OS following the instructions in [46]. 

In order to communicate with the client, first a sample webpage namely Index.html was 

created in the victim server with support of IIS service. And then, this sample webpage was 

accessed through the Hyper Text Transfer Protocol (HTTP) request from a Client. The victim 

server responds to the clients whenever server received a HTTP request from client. In this 

thesis, we used a controlled environment which was requesting web server request from the 

victim server. We calculated server capacity by means of HTTP connections per second, CPU 

utilization, memory utilization and non-paged pool allocations. In order to recreate a typical web 

server environment, the HTTP requests were sent by means of simulating the users or clients in 

the lab. Throughout the thesis, the terms legitimate traffic or client traffic are also used to refer to 

HTTP requests. 
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For experiments in this chapter, I installed four Virtual Machines (Windows Server 2012 

Operating System) on the victim Server. A sample webpage was created in all the VM’s. I 

created four virtual switches by using Hyper-V virtual switch manager. The four Broadcom 

Gigabit Ethernet ports were assigned to four virtual switches created by Hyper-V virtual switch 

manager and I assigned four different virtual switches to four different virtual machines. In this 

chapter, I used three different scenarios to test these Virtual Machines. In all three different 

scenarios, the legitimate or client traffic was sent at the baseline rate of 3000 HTTP requests per 

second to the server. 

Scenario I: In the first scenario, the attack traffic and legitimate traffic was sent to only one VM. 

In this case, 8 GB RAM was allocated to VM and remaining 8 GB was allocated to physical 

server. First, to measure a baseline of the experiment by sending five minutes of legitimate 

traffic in the form of HTTP requests without any attack traffic to VM. In this scenario, all 3000 

HTTP connections were sent to one VM.  Once the baseline of the experiment was established, 

the attack traffic was introduced to the Virtual Machine. Initially, attack traffic intensity of 100 

Mbps was applied from simulated attack network for five minutes. Later, it was increased to 200 

Mbps of attack traffic for five minutes and this process continued until reached to 1000 Mbps 

maximum bandwidth of Gigabit Ethernet adapter by increasing regular interval of 100 Mbps of 

attack traffic and run for regular interval of five minutes. This total experiment took fifty-five 

minutes.     

Scenario II: In the second scenario, the attack traffic and legitimate traffic was sent to two VMs. 

In this case, 5 GB RAM was allocated to each of VM and remaining 6 GB was allocated to 

physical server. First, to measure a baseline of the experiment by sending five minutes of 

legitimate traffic in the form of HTTP requests without any attack traffic to VM. In this scenario, 
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the number of HTTP connections per second were shared by two VM’s which allowed baseline 

value of 1500 HTTP connections per second to each Virtual Machine. Once the baseline of the 

experiment was established, the attack traffic was introduced to the Virtual Machine. Initially, 

attack traffic intensity of 100 Mbps per VM was applied from simulated attack network for five 

minutes. Later, it was increased to 200 Mbps per VM of attack traffic for five minutes and this 

process continued until reached to 1000 Mbps per VM (Total of 2 Gbps) maximum bandwidth of 

Gigabit Ethernet adapter by increasing regular interval of 100 Mbps per VM of attack traffic and 

run for regular interval of five minutes. This total experiment took fifty-five minutes. 

Scenario III: In the third scenario, the attack traffic and legitimate traffic was sent to all four 

VM’s. In this case, 3 GB RAM was allocated to each of VM and remaining 4 GB was allocated 

to physical server. First, to measure a baseline of the experiment by sending five minutes of 

legitimate traffic in the form of HTTP requests without any attack traffic to VM. In this scenario, 

the number of HTTP connections per second were shared by four VM’s which allowed baseline 

value of 750 HTTP connections per second to each Virtual Machine. Once the baseline of the 

experiment was established, the attack traffic was introduced to the Virtual Machine. Initially, 

attack traffic intensity of 100 Mbps per VM was applied from simulated attack network for five 

minutes. Later, it was increased to 200 Mbps per VM of attack traffic for five minutes and this 

process continued until reached to 1000 Mbps per VM (Total of 4 Gbps) maximum bandwidth of 

Gigabit Ethernet adapter by increasing regular interval of 100 Mbps per VM of attack traffic and 

run for regular interval of five minutes. This total experiment took fifty-five minutes. Different 

parameters of the web server were monitored and recorded to enable the comparative evaluation 

of the virtual machine and the server before it was virtualized.  
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4.2 Performance parameters for Evaluation 

 In this experiment, the parameters that are used to evaluate the performance were 

Memory utilization, CPU utilization, Non-paged pool allocation and HTTP transactions per 

second. Some of these parameters we collect from Performance monitor are present in that 

particular Operating system. For performance monitor click through the following options <Data 

Collector Sets> » <User Defined> » <create new data collector set>. And then we can create 

manually by selecting those performance parameters. 

CPU Utilization (CPU Usage in %):  % Processor Time is the percentage of elapsed time that 

the processor spends to execute a non-Idle thread. It is calculated by measuring the percentage of 

time that the processor spends executing the idle thread and then subtracting that value from 

100%. (Each processor has an idle thread that consumes cycles when no other threads are ready 

to run). This counter is the primary indicator of processor activity, and displays the average 

percentage of busy time observed during the sample interval. It should be noted that the 

accounting calculation of whether the processor is idle is performed at an internal sampling 

interval of the system clock (10ms). On today’s fast processors, % Processor Time can therefore 

underestimate the processor utilization as the processor may be spending a lot of time servicing 

threads between the system clock sampling intervals. Workload based timer applications are one 

example of applications which are more likely to be measured inaccurately as timers are signaled 

just after the sample is taken. The Processor utilization is amount of usage to the total central 

processing unit (CPU). This will evaluate affect of attack traffic on the CPU. If CPU utilization 

is more, that attack traffic is CPU intensive attack. The name of counter that is used to evaluate 

processor utilization is known as \Processor (_Total) \% Processor Time.  
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 The Processor performance object consists of counters that measure aspects of processor 

activity. The processor is the part of the computer that performs arithmetic and logical 

computations, initiates operations on peripherals, and runs the threads of processes.  A computer 

can have multiple processors.  The processor object represents each processor as an instance of 

the object. This particular MAC PRO server has 8 logical processors, hence the counters that 

were used to monitor the multi core utilization of the server are \Processor (0)\%Processor 

Time,\Processor (1)\%Processor Time,\Processor (2)\%Processor Time,\Processor 

(3)\%Processor Time,\Processor (4)\%Processor Time,\Processor (5)\%Processor 

Time,\Processor (6)\%Processor Time,\Processor (7)\%Processor Time. 

Memory Utilization (RAM Usage in MBytes): Available MBytes is the amount of physical 

memory, in Megabytes, immediately available for allocation to a process or for system use. It is 

equal to the sum of memory assigned to the standby (cached), free and zero-page lists. The 

memory utilization is the amount of RAM usage with respect to total random-access memory 

available assigned to that particular operating system. If the memory utilization is more then we 

can say that this attack is called Memory intensive attack. The name of the counter that is used to 

evaluate memory utilization is known as \Memory\Available MBytes.  

Non-paged pool allocation: Pool Nonpaged Allocs is the number of calls to allocate space in 

the nonpaged pool. The nonpaged pool is an area of system memory area for objects that cannot 

be written to disk, and must remain in physical memory if they are allocated.  It is measured in 

numbers of calls to allocate space, regardless of the amount of space allocated in each call.  This 

counter displays the last observed value only; it is not an average. The name of the counter that is 

used to evaluate Non-paged pool Allocation is known as \Memory\Pool Nonpaged Allocs.  
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HTTP transaction per second: This HTTP transactions are referred to the number of legitimate 

connections established by the server. This parameter will give the number of connections per 

second established by the server for different amount of attack traffic ranging from 1 Mbps to 1 

Gbps. This parameter helps to determine whether the server has reached its saturation point or 

not. 

Connection Latency:  In today’s internet replete with tech-savvy consumers, the speed at which 

responses are received are as important as the response itself. Hence it is expected of a web 

server to not only respond to client requests but do so within a few milliseconds. As a result, the 

delay caused in responding to an HTTP request, also known as Connection Latency, is 

considered as one of the deciding factors to determine the efficiency and quality of a web server. 

Therefore, the connection latency is also monitored to analyze the strain that the attack causes to 

the server and also how it affects the speed of response. The Connection Latency is defined as 

“the average time elapsed between the time the client sends a SYN packet and the time it 

receives the SYN/ACK” Connection latency is measured in microseconds in the counter 

available in the client. In this thesis, the connection latency is represented in milliseconds. 
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4.3 Results and Discussion 

4.3.1 Ping Flood Attack  

 Ping based DDoS attacks are flood of a large number of ping messages sent to target are 

known to be quite damaging to the availability of the web based services. The ping attack can 

exhaust the target server’s bandwidth and computing resources. After the baseline established, 

the ping flood attack traffic was introduced to the Virtual Machine. 

 Figure 4.2 shows number of HTTP connections per second established by the Virtual 

Machine in all three scenarios. The number of HTTP connections were 3000 at 800 Mbps (80% 

of 1 Gbps) of Ping flood attack traffic and later it declined to 1000 HTTP connections per second 

at 1000 Mbps. Figure 4.3 shows Individual core utilization under Ping flood attack in the first 

scenario. We can see there was only one core that experienced most of the load, even though 

some other cores were trying to share the load. The maximum utilization of that core was 70 at 

900 Mbps of Ping flood attack traffic. 

 

Figure 4.2 Number of HTTP connections established by the server under Ping Flood Attack 

when sent to Virtual Machines 
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Figure 4.3 Individual Core Utilization under Ping Flood Attack when sent to one Virtual 

Machine 
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Figure 4.4 Individual Core Utilization under Ping Flood Attack of 2nd VM while using 2 Virtual 

Machines 

 

 

Figure 4.5 Individual Core Utilization under Ping Flood Attack of 4th VM while using Virtual 

Machines 
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four VM’s HTTP connection rate was worst. In this third scenario, the individual core utilization 

was similar as compared to previous two scenarios. I observed that, the maximum core 

utilization of core 5 was 30%. And later it was keep declined as shown in Figure4.5. 

 

 

Figure 4.6Average Processor Utilization under Ping Flood Attack when send it Virtual Machines 

  

Figure 4.6 shows the average processor utilization in all three scenarios under Ping flood attack. 

In the first scenario, the average processor utilization was 6 % when there was no attack traffic. 

And then, it started increasing once attack traffic was introduced and it reached to 12% at 1000 

Mbps of Ping flood attack traffic. In second scenario, the average processor utilization increased 

from 2% to 4% at 100% of attack traffic load. And then, in third scenario the average processor 

utilization was little bit less as compared to second scenario with two VMs. I observed that, the 

average processor utilization was decreasing with the increase in number of Virtual Machines.   
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4.3.2 Smurf Attack 

A more sophisticated version of a DDoS attack is commonly known as a SMURF attack. A 

SMURF attack utilizes massive number of ICMP packets of spoofed source Internet Protocol 

(IP) addresses targeting the victim server’s IP address This is achieved by altering the Echo 

Request sent to the botnet using an IP broadcast address. The larger the Botnet is the faster and 

the bigger is the flood of Echo reply messages. The increase of traffic reduces the target server’s 

ability to respond, and can quickly cause a complete denial of service.

 

 

Figure 4.7 Number of HTTP connections established by the server under Smurf Attack when 

sent to Virtual Machines 

 

Figure 4.7 shows the number of HTTP connections per second under Smurf attack in all three 

scenarios. In the first scenario, the number of HTTP connections per second were 3000 at the 

baseline without any attack traffic. Once the Smurf attack traffic was introduced, the number of 

HTTP connections were declined a little bit, approximately 2700 connections per second at 100 

Mbps of Smurf attack traffic. There was a sudden decline of 900 HTTP connections per second 
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at 200 Mbps (20% of 1 Gbps) of attack traffic. And later, it was gradually declined, and it 

reached 150 HTTP connections per second at 1000 Mbps (100% of 1Gbps). Figure 4.8 shows 

individual core utilization of first scenario. It can be observed that; three cores were experienced 

load at baseline without attack traffic. Once, attack traffic was introduced, core 3 utilization 

reached to its maximum. This core 5 was experienced its maximum load throughout the 

experiment even though other cores were trying to share the load.  

 

Figure 4.8Individual Core Utilization under Smurf Attack when sent to one Virtual Machine 

 

 In the second scenario, the number of HTTP connections were declined from 3000 to 

approximately 1500 at 200 Mbps (10% of 2 Gbps) of Smurf attack traffic. Later, it dropped to 

250 HTTP connections at 400 Mbps of attack traffic. And then there were no HTTP connections 

at 1000 Mbps of Smurf attack traffic. Figure 4.9 shows the individual core utilization of second 

scenario. It is similar to first scenario, the core 5 was only core experienced most of the load. 

Because of having some connections, the other cores were also shared little bit of load until 800 

Mbps of Smurf attack traffic. 
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Figure 4.9 Individual Core Utilization under Smurf Attack of 2nd VM while using 2 Virtual 

Machines 

 

Figure 4.10 Individual Core Utilization under Smurf Attack of 4th VM while using Virtual 

Machines 
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load but core5 is almost experienced 95%. While increasing attack traffic, only core5 was 

experienced most of the load. 

 

Figure 4.11Average Processor Utilization under Smurf Attack when sent to Virtual Machines 

 

Figure 4.11 shows the average processor utilization under Smurf attack traffic in all three 

scenarios. It can be observed that; the average processor utilization was decreasing while 

increasing the number of Virtual Machines. The maximum utilization in case of one Virtual 

Machine was approximately by 22%. Where as in case of four Virtual Machines, the maximum 

utilization was only 13%. Figure 4.12 shows the number of non-paged pool allocations under 

Smurf attack traffic in all three scenarios. It shows, the number of non-paged pool allocations 

reduced by increasing the number of Virtual machines. In case of one VM, at 1000 Mbps of 

Smurf attack traffic, there were approximately 82500 non-paged pool allocations whereas 74000 

non-paged pool allocations in case of 4 VM at 4000 Mbps of Smurf attack traffic. 
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Figure 4.12Number of Non-Paged Pool Allocations under Smurf Attack when sent to Virtual 

Machines 

 

 I observed that, while increasing the number of Virtual Machines the number of HTTP 

connections per second were declined under the Smurf attack traffic. And Smurf attack can 

quickly decline the HTTP connections as compared to Ping Flood attack traffic. Also, the 

individual core utilization was also different with Ping attack. There was only one core 

experienced most of the load against Smurf attack traffic. 

 

  

60000

65000

70000

75000

80000

85000

0 10 20 30 40 50 60 70 80 90 100

N
O

N
 P

A
G

ED
 P

O
O

L 
A

LL
O

C
A

TI
O

N
S

ATTACK TRAFFIC LOAD (%)

1 VM 2 VM 4 VM



 

83 
 

4.3.3 TCP-SYN Flood Attack 

The Transfer Control Protocol (TCP) is a connection oriented protocol which is belongs to layer 

4 of OSI reference model. TCP uses a three-way handshake to establish a network connection. 

Before a client attempts to connect with a server, the server must first bind to and listen at a port 

to open it up for connections: this is called a passive open. Once the passive open is established, 

a client may initiate an active open. 

 

 

Figure 4.13 Number of HTTP connections established by the server under TCP-SYN Flood 

Attack when sent to Virtual Machines 

 

 Figure 4.13 shows the number of HTTP connections per second under TCP-SYN flood 
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not affected until 700 Mbps (70% of 1 Gbps) of TCP-SYN flood attack traffic. At 800 Mbps of 
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traffic. Figure 4.14 shows the individual core utilization under TCP-SYN flood attack in case of 
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first scenario. It shows there was only one core5 experienced most of the load. The maximum 

utilization of core5 is 80% at 1000 Mbps of attack traffic. 

 

 

Figure 4.14 Individual Core Utilization under TCP-SYN Flood Attack when sent to one Virtual 

Machine 

 

 

 In the second scenario, the number of HTTP connections were declined at 1000 Mbps 

(50% of 2Gbps) of TCP-SYN flood attack traffic. A sudden declined from 2000 HTTP 

connections to 300 HTTP connections per second at 2000 Mbps (100% of 2Gbps) of TCP-SYN 

flood attack traffic. In the third scenario, the HTTP connections were declined at early stage it 

declined to 1500 HTTP connections per second at only 400 Mbps (10% of 4Gbps) of TCP-SYN 

flood attack traffic. And then, it was keep declined while increase the attack traffic. From 40% of 

attack traffic load, the HTTP connections were under 500. This was caused more damage than 

other two scenarios. And finally, it was reached approximately 100 connections at 100 % of 

attack traffic load.  
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Figure 4.15Average Processor Utilization under TCP-SYN Attack when send it Virtual 

Machines 

 

 Figure 4.15 shows average processor utilization under TCP-SYN flood attack in all three 

scenarios. It shows while increasing the number of Virtual Machines the average processor 

utilization is decreased like all other attacks that were previously observed. The maximum 

average processor utilization is approximately 3% in case of four Virtual Machines. So, this 

attack was not processor intensive attack. Figure 4.16 shows HTTP connection latency under 

TCP-SYN attack in all the scenarios. The HTTP connection latency in case one VM was very 

less because there was no effect HTTP connection rate. In case of two VM’s the HTTP 

connection latency was started increased at 40% of attack traffic load. Whereas in case of four 

VMs, the HTTP connection was increased at 20% of attack traffic load. 
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Figure 4.16HTTP Connection Latency under TCP-SYN Flood Attack when sent to Virtual 

Machines 

 Figure 4.17 shows the number of non-paged pool allocations under TCP-SYN flood 

attack traffic in case of one VM and four VMs. It shows the number of non-paged pool 

allocations were decreased while increase in number of Virtual Machines. It was directly 

proportional to HTTP connections per second.

 

Figure 4.17Number of Non-Paged Pool Allocations under TCP-SYN flood Attack when sent to 
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4.3.4 UDP Flood Attack 

The User Datagram Protocol (UDP) is a connectionless computer networking protocol. The 

UDP is unlike TCP and there is no guarantee of delivering, ordering or duplicate protection. The 

UDP Flood Attack occurs when an attacker sends IP packets containing UDP datagrams with the 

purpose of slowing down the victim to the point that the victim can no longer handle valid 

connections. The main intention of UDP Flood Attack is to freeze the internet pipe. In this UDP 

Flood Attack, an attacker sends UDP datagrams in IP packets with spoofed source addresses. 

These are all UDP datagrams targeting a DNS server. After reaching threshold limit of these 

datagrams, the DNS server will reject further UDP datagrams from all the addresses in the same 

security zone for the remainder of the current second. Because of this it will also reject legitimate 

UDP datagrams from an address in the same security zone.  

 

 

Figure 4.18 Number of HTTP connections established by the server under UDP Flood Attack 

when sent to Virtual Machines 
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 Figure 4.18 shows the HTTP connection rate under UDP flood attack in all three 

scenarios. In the first scenario, the HTTP connection rate was not affected by the UDP flood 

attack until 600 Mbps. And then it declined throughout the experiment, it was reached 

approximately 600 HTTP connections at 1000 Mbps of attack traffic. Figure 4.19 shows 

individual core utilization of one Virtual Machine scenario. It shows first 5 cores were shared the 

load throughout the experiment after attack traffic was introduced and core5 was utilized almost 

100%.  

 

Figure 4.19 Individual Core Utilization under UDP Flood Attack when sent to one Virtual 

Machine 
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Figure 4.20 Individual Core Utilization under UDP Flood Attack of 2nd VM while using 2 

Virtual Machines 

 

 In the third scenario, the number of HTTP connections per second started declining once 

the attack traffic was introduced. It has reached to 800 HTTP connections per second at 800 

Mbps (20% of 4Gbps) of UDP flood attack to four Virtual Machines at the same time. And later 

it was continuously declined and there were no HTTP connections at 100% of UDP flood attack 

traffic. Figure 4.21 shows the average processor utilization in all three different scenarios. It 

shows the average processor utilization was decreasing while increasing the number of Virtual 

Machines. It was recorded the maximum of 25% processor utilization in case of one Virtual 

Machine. At 4 Gbps of attack traffic, the average processor utilization was approximately 7%. 
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Figure 4.21Average Processor Utilization under UDP Flood Attack when sent it Virtual 

Machines 

 

 It observed that, the HTTP connection latency was increasing while increasing the 

number of Virtual Machines as shown in Figure 4.22 under UDP flood attack traffic. At 4 VM’s 

scenario, it took 6 seconds to react to the client at 4 Gbps of UDP flood attack traffic.  

 

 
 

Figure 4.22HTTP Connection Latency under UDP Flood Attack when sent to Virtual Machines 

0

5

10

15

20

25

30

0 10 20 30 40 50 60 70 80 90 100

A
V

ER
A

G
E 

P
R

O
C

ES
SO

R
 U

TI
LI

ZA
TI

O
N

 (
%

)

ATTACK TRAFFIC LOAD (%)

1 VM 2 VM 4 VM

0

1000

2000

3000

4000

5000

6000

0 10 20 30 40 50 60 70 80 90 100

C
O

N
N

EC
TI

O
N

 L
A

TE
N

C
Y 

(m
s)

ATTACK TRAFFIC LOAD (%) 

1 VM 4 VM



 

91 
 

 

Figure 4.23Number of Non-Paged Pool Allocations under UDP Flood Attack when sent to 

Virtual Machines 

 

 Figure 4.23 shows the number of non-paged pool allocations under UDP flood attack 

traffic in case of one VM and four VM’s. In the first scenario, the number of non-paged pool 

allocations were increasing while increasing the attack traffic. Once the attack traffic was sent to 

four Virtual Machines the number of non-paged pool allocations were reduced compared to one 

Virtual Machine. 
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4.4 Chapter summary 

 In this chapter, I virtualized the Windows Server 2012 R2 operating system on MAC 

hardware platform.  I installed Hyper-V on Windows Server 2012 R2 operating system and I 

installed four Virtual Machines with same Windows Server 2012 R2 operating system on it. 

Later I sent different Distributed Denial of Service attacks to those Virtual Machines to evaluate 

the efficiency in terms of HTTP connection rate, memory utilization, processor utilization, Non-

paged pool allocations and HTTP connection latency. I observed that under Smurf attack, the 

Virtual Machine is affected and crashed. If one Virtual Machine was attacked by security attack 

like DDoS attack, there will be more chance of getting attack traffic or vulnerability to other 

Virtual Machines that were installed on the same server. I observed that, when two or more 

Virtual Machines were affected by DDoS attacks there will be more impact on server as 

compared to one Virtual Machine alone.
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CHAPTER V 

 

 

COMPARISION BETWEEN VIRTUALIZED AND NON-VIRTUALIZED WINDOWS 

SERVER 2012 R2 OS ON MAC HARDWARE PLATFORM 

In this chapter, I compared Virtualized Apple MAC PRO server having Windows Server 2012 

R2 operating system with non-virtualized Apple MAC PRO server having same Windows Server 

2012 R2 operating system.  

5.1 Experimental Setup 

 

Figure 5.1 Experimental Setup for Non-Virtualization  

 

Figure 5.2 Experimental Setup for Virtualization 
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Initially, the Apple MAC PRO server having Windows Server 2012 R2 operating system was 

evaluated for its performance against different DDoS attacks which was sent to one external port 

of victim server. And the victim server with the same operating system was virtualized and 

evaluated for its performance against same DDoS attacks that were sent to one Virtual Machine 

installed on the victim server using Hyper-V application. The Non-Virtualization and 

Virtualization setups were shown in Figure 5.1 and Figure 5.2 respectively. 

5.2 Comparison between Virtualized and Non-Virtualized Server 

In this Chapter, I sent 3000 HTTP connection requests per second to the victim server in the both 

cases with and without virtualization and this was considered as baseline for the experiment and 

Once the baseline of the experiment established, the attack traffic was introduced to the victim 

server. Initially, attack traffic intensity of 100 Mbps was applied from simulated attack network 

for five minutes. Later, it was increased to 200 Mbps of attack traffic for five minutes and this 

process was continued until reached 1000 Mbps maximum bandwidth of Gigabit Ethernet 

adapter by increasing regular interval of 100 Mbps of attack traffic and run for regular interval of 

five minutes. This total experiment took fifty-five minutes to run. 

5.2.1 Ping Flood Attack 

Under Ping flood attack, the non-virtualized server started declining its HTTP connection rate at 

600 Mbps of attack traffic load as shown Figure 5.3. Whereas for Virtualized server connections 

started at 900 Mbps of Ping attack traffic. At 1000 Mbps of Ping flood attack traffic, there were 

approximately 400 HTTP connections per second in case of non-virtualized server and 1000 

HTTP connections in case of virtualized server. This shows that connection performance of 

Virtual server was better than non-virtualized server. 
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Figure 5.3 Comparison of HTTP connection rate in Virtualized and Non-Virtualized Server 

under Ping Flood Attack Traffic. 

Figure 5.4 shows the comparison of virtualized and non-virtualized server of average processor 

utilization under ping flood attack. It shows normal machine used little bit more processor 

utilization as compared to virtual machine and normal used its maximum of 25% at 200 Mbps of 

ping attack traffic. The connection latency of normal server was more when compared to virtual 

server as shown in Figure 5.5. 

 

Figure 5.4. The Average processor utilization of Virtualized and Non-Virtualized Server under 

Ping Attack Traffic 
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Figure 5.5. Comparison of HTTP connection latency in Virtualized and Non-Virtualized Server 

under Ping Attack Traffic. 

 

 

 

Figure 5.6. The Individual core utilization of Virtualized Server under Ping Attack Traffic 
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(Core1, Core3, Core5, Core7) were sharing the traffic load. Whereas in virtualized server, one 

core (Core5) was experienced most of the load. once attack traffic was introduced and all other 

cores were using below 40% of their respected cores. 

 

Figure 5.7. The Individual core utilization of Non-Virtualized Server under Ping Attack Traffic 
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5.2.2 Smurf Attack 

 Under Smurf attack traffic, the HTTP connection rate was started declining at 100 Mbps 

of attack traffic load in case of virtual server and there were approximately 900 HTTP 

connections per second established by the virtual server at 200 Mbps of attack traffic load. And 

at higher attack traffic, the connection rate was keep declining in the virtual server. Whereas in 

case of non-virtualized server, the HTTP connection rate was started declining at 300 Mbps of 

attack traffic load. Approximately there were 1750 HTTP connections per second established by 

the non-virtual server and 400 HTTP connections per second at 1 Gbps of attack traffic load. 

Figure 5.8 shows that; the virtual server has affected more by Smurf attack traffic.  

 

Figure 5.8 Comparison of HTTP connection rate in Virtualized and Non-Virtualized Server 

under Smurf Attack Traffic. 
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Figure 5.9 Comparison of HTTP connection latency in Virtualized and Non-Virtualized Server 

under Smurf Attack Traffic. 

 

Above Figure 5.9 shows the HTTP connection latency in virtualized server and non-virtualized 

server under Smurf attack traffic. The connection rate was increasing with the attack traffic load 

in case of non-virtualized server and virtualized server as well. It was observed that, the 

connection latency was 3500 milliseconds in case of non-virtualized server and 480 milliseconds 

in case of virtualized server. 

 

Figure 5.10 The Average processor utilization under Smurf attack by Virtualized and Non-

Virtualized Server 
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 The average processor utilization of virtualized server and non-virtualized server under 

Smurf attack traffic was shown in above Figure 5.10. The average processor utilization was 

increasing with the attack traffic load in both the cases. Approximately 20% of average processor 

utilized by the virtualized server and 48% was utilized by the non-virtualized server at 1000 

Mbps of Smurf attack traffic load.

Figure 5.11 The Individual core utilization of Non-Virtualized Server under Smurf attack  

 Figure 5.11 and Figure 5.12 shows the individual core utilization of non-virtualized 

server and virtualized server respectively under Smurf attack traffic. In the non-virtualized 

server, four cores (Core1, Core3, Core5, Core7) were sharing the traffic load. Whereas in 

virtualized server, one core (Core5) was experiencing 100% once attack traffic was introduced 

and all other cores were using below 40% of their respected cores. 
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Figure 5.12 The Individual core utilization of Virtualized Server under Smurf attack 

 

5.2.3 TCP-SYN Attack  

 Under TCP-SYN flood attack traffic, the number of HTTP connections per second were 

3000 in both virtualized and non-virtualized server until 400 Mbps of attack traffic load as 

shown in Figure 5.13. At 500 Mbps of TCP-SYN attack traffic, the number of HTTP connections 

per second were started declining in case of non-virtualized server. Whereas there were 3000 

HTTP connections per second established by the virtualized server until 700 Mbps of TCP-SYN 

flood attack traffic. At 1 Gbps of attack traffic load, approximately there were no HTTP 

connections established by the on-virtualized server and 1200 HTTP connections per second 

were established by the virtualized server. It shows the security against TCP-SYN flood attack 

traffic was better in the virtual server as compared to non-virtual machine. 
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Figure 5.13 Comparison of HTTP connection rate in Virtualized and Non-Virtualized Server 

under TCP-SYN Flood Attack Traffic. 

5.2.4 UDP Flood Attack  

Figure 5.14 shows the HTTP connections per second were established by the Virtualized and 

non-virtualized server under UDP flood attack traffic. Approximately there were full connections 

established by the server in the both cases until 500 Mbps of UDP flood attack traffic load. And 

later, the HTP connection rate was declined gradually in both cases. At 1 Gbps of attack traffic 

there were 250 HTTP connections established by the non-virtualized server and 600 HTTP 

connections established by the virtual server. It shows under UDP flood attack traffic, there was 

similar impact on HTTP connection in both the cases.  
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Figure 5.14 Comparison of HTTP connection rate in Virtualized and Non-Virtualized Server 

under UDP Flood Attack Traffic. 

 

 Figure 5.15 shows the HTTP connection latency against different DDoS attacks in both 

virtualized and non-virtualized server. The connection latency was more in case of virtual server 

and approximately virtualized server took 4 seconds to respond the client request at 1 Gbps of 

UDP attack traffic load. 

 

Figure 5.15 Comparison of HTTP connection latency in Virtualized and Non-Virtualized Server 

under UDP Flood Attack Traffic 
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5.3 Comparison of Virtual Machines 

 Here I compared the one Virtual Machine results with four Virtual Machines results 

against different Distributed Denial of Service (DDoS) attacks in terms of HTTP connection rate, 

memory utilization, average processor utilization and non-paged pool allocations. 

 

Figure 5.16 Number of HTTP connections under different DDoS attacks when sent to one 

Virtual Machine 

 

 The Figure 5.16 shows the number of HTTP connections were established under different 

Distributed Denial of Service attacks when sent to one Virtual Machine. There was no much 

impact on HTTP connection rate in case of Ping Flood attack and TCP-SYN flood attack. Where 

as in case of UDP flood attack, the connection rate was started declining at 600 Mbps of attack 

traffic load. In case of Smurf attack, the connection rate was declined to approximately 900 at 

only 200 Mbps of attack traffic load And later it was keep declining while increasing the attack 

traffic load and it was reached to 150 HTTP connections per second at 1000 Mbps of traffic. It 

seems there was no built-in protection for Smurf based DDoS attack on virtualized windows 

server 2012 R2 Operating system on MAC hardware platform. 
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Figure 5.17 Number of HTTP connections under different DDoS attacks when sent to four 

Virtual Machine 

 Figure 5.17 shows the number of HTTP connections established under different DDoS 

attacks sent to four Virtual Machines. It shows the number of HTTP connections per second 

were dropped under all DDoS attacks once the attack traffic was introduced. Under Ping attack 

traffic, there was still 400 connections at 4000 Mbps of attack traffic load whereas under other 

attacks there were no HTTP connections at 4000 Mbps traffic load. At 1600 Mbps of Smurf 

attack traffic, the connection rate was almost zero. If compared this results with one Virtual 

Machine results, the Smurf attack crashed the server very quickly in case of four Virtual 

Machines. And also, there was huge change in all other DDoS attacks. I observed, if the more 

number of Virtual Machines were affected by cyber-attack, there will be a more impact on HTTP 

connection rate and even virtual machine crashed in some of attacks. 

 The Figure 5.18 shows the average processor utilization of one VM under four different 

DDoS attacks. It can be observed that, Smurf and UDP flood attacks were more used processor 

utilization, the average of 20% was used under both the attacks. Whereas under Ping and TCP 

flood attack traffic, the average processor utilization was under 10% even after attack traffic was 
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introduced. In case of four VM’s the average processor utilization was less as compared to one 

VM. Under Smurf attack, the average processor utilization of 4th virtualized server while using 4 

VMs was approximately 12% throughout the experiment because of one core out of 8 cores was 

completely utilized. Like one VM, under ping and TCP attack there was not much impact on 

processor usage as shown in Figure 5.19. 

 

Figure 5.18 Average processor utilization of one Virtual Machine under different DDoS attacks 

 

 

Figure 5.19 Average processor utilization of 4th VM while using four Virtual Machines under 

different DDoS attacks 
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Figure 5.20 Number of Non-Paged Pool Allocations of one Virtual Machine under different 

DDoS attacks 

 

 Figure 5.20 shows the number of non-paged pool allocations of one VM under different 

DDoS attacks. It can be observed that, only UDP has major impact on server with respect to 

number of non-paged pool allocations. Whereas in 4 VM scenario, both TCP and UDP got 

affected by non-paged pool allocations as shown inn figure 5.21. 

 

 

Figure 5.21 Number of Non-Paged Pool Allocations of 4th VM while using four Virtual 

Machines under different DDoS attacks 
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5.4 Mixed DDoS Attacks 

 Here, I sent four different DDoS attack traffic to non-virtualized server using four 

Broadcom gigabit ethernet ports. And HTTP clients were shared to all four ports by the equal 

amount i.e., 750 connections per each port. In this experiment I used Ping Flood attack, Smurf 

attack, TCP-SYN Flood attack, UDP Flood attacks. 

 

Figure 5.22 The number of HTTP connections per second established by the Non-Virtualized 

Server under four Mixed DDoS attacks 

 

 The HTTP connection rate was started declining at 30% of mixed attack traffic was 

shown in Figure 5.22. At 100% of mixed attack traffic load, there were only 100 HTTP 

connections per second established by the non-virtualized victim server. Maybe because of 

Smurf attack traffic, the connection rate was declined at 20% of attack load because we saw that 

Smurf attack caused more damage than other DDoS attacks. The individual core utilization was 

also similar to the behavior of Smurf attack traffic as shown in Figure 5.23. Once the attack 

traffic was introduced, the four cores (core1, core3, core5, core7) were experienced the load of 

100% and remaining four cores were not participated in the core utilization. 
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Figure 5.23 The Individual core utilization of Non-Virtualized Server under four Mixed DDoS 

attacks 

 

5.5 Chapter Summary 

 In this chapter I observed, the security in the Virtualized server against Smurf attack 

traffic needs to be improved. Except Smurf attack traffic, the Virtualized server having better 

security than non-virtualized server. If one Virtual machine was compromised and there will be 

more probability of affecting other virtual machines that were installed on the same server. In 

this case if more virtual machines affected by the attack traffic, the HTTP connection rate was 

declining very quickly. In case of mixed attacks, the server was almost getting crashed at the 100 

% of attack traffic load. 
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CHAPTER VI 

 

 

CONCLUSION AND FUTURE WORK 

 

 

In this thesis, the security performance of Apple MAC PRO server hardware platform with two 

leading operating systems were evaluated, which were Windows Server 2012 R2 operating 

system and MAC OS X SERVER LION 10.7.5 operating system against four different DDoS 

attacks. It was observed that under the Smurf attack traffic of 150Mbps, the Windows Server 

2012 R2 OS on Apple MAC PRO server hardware crashed whereas the same didn’t happen with 

other DDoS traffic types. It seemed there was not enough prevention mechanism deployed 

against Smurf based security attacks in Windows Server 2012 R2 OS on MAC PRO server 

hardware. It was also found that in the case of Smurf traffic, there was only one processor core 

that was handling total attack traffic load, which caused it to be fully utilized, resulting in the 

reduction of the overall HTTP connection rate. Whereas in the case, MAC OS on MAC PRO 

server platform, it performed worse than Windows Server 2012 R2, and its connection rate 

declined to zero under TCP-SYN flood attack traffic of 200 Mbps which is rather a small 

bandwidth for the server to handle.  

In this thesis, we also evaluated two different NIC cards, the built in NIC from Apple Inc, and an 

external NIC card from Broadcom. Unlike the previous experiments, the Window Server OS 

2012 R2 didn’t crash under Smurf attack traffic when the external NIC card from Broadcom was 

used. The performance of Windows Server 2012 R2 operating system on Apple MAC PRO
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server hardware having 4-port Broadcom gigabit ethernet NIC adapter was evaluated. It was 

observed that the effect of class C and class B networks was not similar even though the intensity 

of attack traffic was equal. This could have been due to more hosts in class B which could have 

affected victim server more than that of the class C network.  

Additionally, In this thesis, we evaluated the performance of virtualized the Windows Server 

2012 R2 operating system on Apple MAC PRO server hardware platform which used Hyper-V 

for virtualization along with the external Broadcom gigabit Ethernet NIC card adapter. For 

virtualization, up to four VMs were used for experiments. In this experimental evaluation, the 

performance of Virtualized and Non-Virtualized Windows Server 2012 R2 on Apple MAC PRO 

server hardware platform was measured. For Smurf attack traffic, virtualized server couldn’t 

support any connections whereas for other traffic types, the virtual server provided better 

connections compared to non-virtualized server.  
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