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DEEP NEURAL NETWORKS: A FORMULATION VIA

NON-ARCHIMEDEAN ANALYSIS

W. A. ZÚÑIGA-GALINDO

Abstract. We introduce a new class of deep neural networks (DNNs) with
multilayered tree-like architectures. The architectures are codified using num-

bers from the ring of integers of non-Archimdean local fields. These rings
have a natural hierarchical organization as infinite rooted trees. Natural mor-
phisms on these rings allow us to construct finite multilayered architectures.
The new DNNs are robust universal approximators of real-valued functions
defined on the mentioned rings. We also show that the DNNs are robust uni-
versal approximators of real-valued square-integrable functions defined in the
unit interval.

1. Introduction

It is known that neural networks (NN) can learn hierarchically. However, there
is currently no theoretical framework that explains how this hierarchical learning
occurs; see, e.g., [1], and the references therein. The study of deep learning ar-
chitectures which can learn data hierarchically organized is an active research area
nowadays; see, e.g., [1], [31] and the references therein. In [1], the authors propose
to find natural classes of hierarchical functions and to study how regular deep neural
networks (DNNs) can learn them. In this article, we follow the converse approach.
Using non-Archimedean analysis, we construct a new class of DNNs with tree-like
architectures. These DNNs are robust universal approximators of hierarchical func-
tions, and they also are universal approximators for standard functions. The new
hierarchical DNNs compute approximations using arithmetic operations in non-
Archimedean fields, but they can be trained using the traditional back propagation
method.

An non-Archimedean vector space (M, ‖·‖) is a normed vector space whose norm
satisfies

‖x+ y‖ ≤ max {‖x‖ , ‖y‖} ,

for any two vectors x, y in M . In such a space, the balls are organized in a hi-
erarchical form. This type of space plays a central role in formulating models of
complex multi-level systems; in this type of system, the hierarchy plays a significant
role; see, e.g., [18], [19], and the references therein. These systems are made up of
several subsystems and are characterized by emergent behavior resulting from non-
linear interactions between subsystems for multiple levels of organization. The field
of p-adic numbers Qp and the field of formal Laurent series Fp ((T )) are paramount
examples of non-Archimedean vector spaces.
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Nowadays, it is widely accepted that cortical neural networks are arranged in
fractal or self-similar patterns and have the small-world property, see, e.g., [14],
[25], and the references therein. Methods of non-Archimedean analysis have been
successfully used to construct models for this type of network, see, e.g., [20], [33],
and the references therein. A restricted Boltzmann machine (RBM) is a generative
stochastic artificial neural network based on the dynamics of a spin glass. The
p-adic spin glasses constitute a particular case of hierarchical spin glasses. The
RBM corresponding to a p-adic spin glass is a hierarchical neural network. These
neural networks are universal approximators, [35], and their dynamics can be un-
derstood via Euclidean quantum field theory, [34], [36]. p-Adic versions of the
cellular networks were developed in [29]-[30]. This work continues our investigation
of hierarchical NNs via non-Archimedean analysis.

To discuss our results, here, we restrict to the case of the ring of integers Fp [[T ]] of
the field of formal Laurent series with coefficients in a finite field Fp = {0, . . . , p− 1},
with p a prime number,

Fp [[T ]] =

{
T r

∞∑

k=0

akT
k; ak ∈ Fp, a0 6= 0, r ∈ Z

}
∪ {0} ,

where T is an indeterminate. The function

∣∣∣∣∣T
r

∞∑

k=0

akT
k

∣∣∣∣∣ = p−r, |0| = 0 defines

a norm. Then (Fp [[T ]] , |·|) is a non-Archimedean vector space, which is also a
complete space, and (Fp [[T ]] ,+) is a compact topological group. We denote by
dx a Haar measure in Fp [[T ]]. The points of Fp [[T ]] are naturally organized in an
infinite rooted tree. The points of the form

Gl =
{
a0 + . . .+ al−1T

l−1; ak ∈ Fp

}
⊂ Fp [[T ]] , l ≥ 1,

constitute the l-th layer (level) of the tree Fp [[T ]]. Geometrically, Gl is a finite
rooted tree, but also, Gl is a finite additive group. We assume that every point of
Gl there is a neuron. In this way, we will identify Fp [[T ]] with an infinite hierarchical
network; Gl is a discrete approximation of Fp [[T ]] obtained by cutting the infinite
tree Fp [[T ]] at layer l.

A ball in Fp [[T ]] with center at a ∈ GL, L ≥ 1, and radius p−L is the set
B−L(a) = a + TLFp [[T ]]. This ball is an infinite rooted tree, with root a. We
denote by Ω

(
pL |x− a|

)
the characteristic function of the ball B−L(a). The set of

functions

ϕ (x) =
∑

a∈Gl

caΩ
(
pL |x− a|

)
, ca ∈ R,

form an R-vector space, denoted as Dl = Dl (Fp [[T ]]). The functions from this space
are naturally interpreted as hierarchical functions. The R-vector space D = ∪lD

l is
called the space of test functions, this space is dense in Lρ (Fp [[T ]] , dx), ρ ∈ [1,∞].

We now pick an activation function σM : R → (−M,M), with M > 0, a weight
function w ∈ L∞ (Fp [[T ]]× Fp [[T ]] , dx× dx), and bias function θ ∈ L∞ (Fp [[T ]] , dx);
a continuous DNN on Fp [[T ]] is a function of type

(1.1) Y (x) = σM




∫

Fp[[T ]]

w(x, y)X(y)dNy + θ (x)


 ,
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where X ∈ L∞ (Fp [[T ]] , dx), is the state of the DNN. At first sight, (1.1) seems
to be a continuous perceptron, but due to the fact that Fp [[T ]] has a hierarchical
structure, (1.1) is a hierarchical DNN. For practical purposes, only discrete versions
of (1.1) are relevant. Here, we consider DNNs where X ∈ Dl−1 (Fp [[T ]]), θ ∈
Dl (Fp [[T ]]), w ∈ Dl (Fp [[T ]]× Fp [[T ]]), for l ≥ 2, then Y ∈ Dl (Fp [[T ]]), and

(1.2) Y (b) = σM

(
∑

a∈Gl

X (Λl (a))w (b, a) + θ (b)

)
, for b ∈ Gl,

where Λl : Gl → Gl−1 is the natural group homomorphism. Using (1.2), we
construct hierarchical DNNs where the neurons are organized in a tree-like struc-
ture having multiple layers. These DNNs can be trained using the standard back
propagation method, see Lemma 2. These DNNs are robust universal approxi-
mators: given f ∈ Lρ (Fp [[T ]] , dx), with ‖f‖ρ < M , ρ ∈ [1,∞], for any input

X ∈ DL (Fp [[T ]]), L ≥ 1, there exist σM , w ∈ DL+∆ (Fp [[T ]]× Fp [[T ]]) , θ ∈
DL+∆ (Fp [[T ]]), where ∆ is the depth of the network, such that the output of
the network Y ∈ DL+∆ (Fp [[T ]]) satisfies ‖Y − f‖ρ < ǫ; furthermore, this ap-
proximation remains valid for w and θ belonging to small balls, see Theorem 1.
These result can be extended to approximations of a finite set of functions, and
functions defined on arbitrary compact subsets from Fp ((T )); see Corollary 1 and
Theorem 2. It is relevant to mention that the results mentioned are still valid if
w (b, a) = w (b− a) in (1.2); this case corresponds to a convolutional DNN.

A natural question is if the hierarchical DNNs can approximate non-hierarchical
functions, i.e., functions from Lρ ([0, 1] , dt), with ‖f‖ρ < M , ρ ∈ [1,∞], where dt

denotes the Lebesgue measure. It turns out that Lρ ([0, 1] , dt) ≃ Lρ (Fp [[T ]] , dx),
where ≃ denotes a linear surjective isometry; see Theorem 3. Therefore, the hi-
erarchical DNNs are robust universal approximators of non-hierarchical functions,
see Theorem 4.

In [1], the authors use Fourier-Walsh series to approximate hierarchical func-
tions. The isometry L2 ([0, 1] , dt) ≃ L2 (Fp [[T ]] , dx) maps orthonormal bases of
L2 (Fp [[T ]] , dx) into orthonormal bases of L2 ([0, 1] , dt), cf. Theorem 5. By choos-
ing p = 2, and a suitable orthonormal basis in L2 (Fp [[T ]] , dx), we recover the
classical Fourier-Walsh series. Then, the hierarchical functions used in [1] are
elements from L2 (Fp [[T ]] , dx), and also, the notion hierarchy used there has a
non-Archimedean origin.

Our approach is inspired by the classical result asserting that the perceptrons are
universal approximators; see, e.g., [7, Chapter 9], [9]-[12], [16], [24], among many
references. However, (1.2) is not a classical perceptron; see Remark 3. Further-
more, the input of our DNNs is a test function, i.e., the input has a hierarchical
representation. We have implemented some p-adic NNs for image processing; see
[30], [34]. In this application, the input image is transformed into a test function (a
finite weighted tree), and at the end of the calculation, the output, a test function,
is transformed into an image.

Finally, several computation models involving p-adic numbers have been studied.
In [22], a model of computation over the p-adic numbers, for odd primes p, is defined
following the approach of Blum, Shub, and Smale [6]. NNs whose states are p-adic
numbers were studied in [3], and p-adic automaton in [4]. In [20], p-adic models for
human brain activity were developed.
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2. Preliminary results

We quickly review some essential aspects of non-Archimedean analysis required
in the article and fix some notations to be used here.

2.1. Non-Archimedean local fields. A non-Archimedean local field K of arbi-
trary characteristic is a locally compact topological field with respect to a non-
discrete topology, which induced by a norm (or absolute value) |·|

K
satisfying

|x+ y|
K
≤ max {|x|

K
, |y|

K
} for x, y ∈ K,

i.e., |·|
K
is a non-Archimedean norm. For an in-depth exposition, the reader may

consult [28], see also [2], [21], [26], [27].
The ring of integers OK of K is

OK = {x ∈ K ; |x|K ≤ 1} .

This is a valuation ring with a unique maximal ideal PK. In terms of the absolute
value | · |K, PK can be described as

PK = {x ∈ K ; |x|K < 1} .

Let K = OK/PK the residue field of K. Thus K = Fq, the finite field with q
elements. Let ℘ be a fixed generator of PK, ℘ is called a uniformizing parameter of
K, then PK = ℘OK. Furthermore, we assume that |℘|K = q−1. For z ∈ K, ord(z) ∈
Z ∪ {+∞} denotes the valuation of z, and |z|K = q−ord(z). If z ∈ K\ {0}, then
ac(z) = zπ−ord(z) denotes the angular component of z.

The natural map OK → OK/PK ≃ Fq is called the reduction mod PK. We fix
S ⊂ OK a set of representatives of Fq in OK, i.e., S is mapped bijectively into Fq

by the reduction mod PK. We assume that 0 ∈ S. Any non-zero element x of K
can be written as

x = ℘ord(x)
∞∑

i=0

xi℘
i, x

i
∈ S, and x0 6= 0.

This series converges in the norm |·|
K
.

Along this article we assume that q = p a prime number. Then,

S = {0, 1, . . . , p− 1} .

Then, the field K is isomorphic to the field of p-adic numbers Qp, or to the field of
formal Laurent series Fp ((T )) with coefficients in a finite field Fp with p elements.

The field of p-adic numbers Qp is can be obtained as the completion of the field
of rational numbers Q with respect to the p-adic norm | · |p, which is defined as

|x|p =





0 if x = 0

p−γ if x = pγ a
b
,

where a and b are integers coprime with p. The integer γ := ord(x), with ord(0) :=
+∞, is called the p-adic order of x. Qp is a field of characteristic zero, while its
residue field Fp has characteristic p > 0. The prime p is a local parameter, and
the set S = {0, 1, . . . , p− 1}⊂Qp is not a subfield of Qp.
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A series of the form

∞∑

k=k0

akT
k; ak ∈ Fp is called a formal Laurent series. These

series form a field Fp ((T )).The standard norm on Fp ((T )) is defined as

|x| =






0 if x = 0

p−k0 if x =

∞∑

k=k0

akT
k, ak0 6= 0.

Notice that |T | = p−1.
The normed vector space (K, | · |K) is a non-Archimedean vector space. The

non-Archimedean property refers to the fact that |x + y|K ≤ max {|x|K, |y|K}, and
the equality occurs when |x|K 6= |y|K. As a topological space K is homeomorphic
to a Cantor-like subset of the real line, see, e.g., [2], [27].

2.2. The space of test functions. For r ∈ Z, denote by Br(a) = {x ∈ K; |x −
a|K ≤ pr} the ball of radius pr with center at a ∈ K, and take Br(0) := Br. The
ball B0 equals to OK, the ring of integers of K. The balls are both open and closed
subsets in K. In addition, two balls in K are either disjoint or one is contained in
the other. A subset of K is compact if and only if it is closed and bounded in K,
see, e.g., [2, Section 1.8] or [27, Section 1.3]. The balls and spheres are compact
subsets. Thus (K, | · |K) is a locally compact topological space.

Since (K,+) is a locally compact topological group, there exists a Haar measure
dx, which is invariant under translations, i.e., d(x + a) = dx, [13]. If we normalize
this measure by the condition

∫
OK

dx = 1, then dx is unique.

Notation 1. We will use Ω (p−r|x− a|K) to denote the characteristic function of
the ball Br(a) = a + p−rOK, where OK is the unit ball. For more general sets, we
will use the notation 1A for the characteristic function of set A.

A real-valued function ϕ defined on K is called locally constant if for any x ∈ K

there exist an integer l(x) ∈ Z such that

(2.1) ϕ(x+ x′) = ϕ(x) for any x′ ∈ Bl(x).

A function ϕ : K → R is called a Bruhat-Schwartz function (or a test function) if it
is locally constant with compact support. Any test function can be represented as
a linear combination, with real coefficients, of characteristic functions of balls. The
R-vector space of Bruhat-Schwartz functions is denoted by D(K). For ϕ ∈ D(K),
the largest number l = l(ϕ) satisfying (2.1) is called the exponent of local constancy
(or the parameter of constancy) of ϕ. We denote by D(OK) the subspace of the
test functions supported in the unit ball.

3. Non-Archimedean deep neural networks

We set Lρ(OK), ρ ∈ [1,∞], for the R-vector space of functions f : OK → R

satisfying

‖f‖ρ =








∫

OK

|f (x)|
ρ
dNx




1
ρ

< ∞, for ρ ∈ [1,∞)

‖f‖∞ < ∞ for ρ = ∞,
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where ‖f‖∞ denotes the essential supremum of |f (x)|. The Hölder inequality and∫
OK

dNx = 1 imply that

‖f‖1 ≤ ‖f‖ρ , for 1 ≤ ρ ≤ ∞,

which in turn implies that

(3.1) Lρ(OK) →֒ L1(OK), 1 ≤ ρ ≤ ∞,

where the arrow denotes a continuous embedding. Since D(OK) ⊂ Lρ(OK), for
1 ≤ ρ ≤ ∞, and that D(OK) is dense in Lρ(OK), for 1 ≤ ρ < ∞, see [26, Chap. I,
Proposition 1.3], D(OK) also dense in L∞(OK).

We fix a sigmoidal function (or an activation function) σ : R → R, which is a
bounded, differentiable function. We assume that

(3.2) σ : R → (−1, 1) .

The calculations with neural networks required using scaled versions of this func-
tion: σM := Mσ : R → (−M,M), M > 1.

We set w (x, y) ∈ L∞(OK ×OK) and assume that

w (·, y) ∈ D(OK),

where the index of local constancy of the function w (·, y) is independent of y. We
also set θ (x) ∈ L∞(OK).

Definition 1. Assuming that σM , w, θ are as above, and X ∈ L1(OK), the function

(3.3) Y (x;σ,w, θ) = σM



∫

OK

w(x, y)X(y)dy + θ (x)


 ∈ L∞(OK).

is called a continuos non-Archimedean deep neural network (DNN) with activa-
tion function σM , kernel w, and bias θ. The real-valued function X(x) ∈ R

describes the state of the neuron x ∈ OK. We denote such neural network as
DNN(OK, σM , w, θ,∞).

The network has infinitely many neurons organized in a rooted tree.
Notice that
∣∣∣∣∣∣

∫

OK

w(x, y)X(y)dy + θ (x)

∣∣∣∣∣∣
≤

∣∣∣∣∣∣

∫

OK

w(x, y)X(y)dy

∣∣∣∣∣∣
+ |θ (x)|

≤ ‖w‖∞ ‖X‖1 + ‖θ‖∞ .

3.1. The spaces Dl(OK). For l ≥ 1, we set Gl (OK) = Gl := OK/℘
lOK. We use

the following system of representatives for the elements of Gl:

i = i0 + i1℘+ . . .+ il−1℘
l−1,

here the ij are p-adic digits. The points of Gl are naturally organized in a finite
rooted tree with l levels. We denote by Ω

(
pl |x− i|

K

)
the characteristic function

of the ball i+ ℘lOK.
We set Dl(OK) to be the R-vector space of all test functions of the form

(3.4) ϕ (x) =
∑

i∈Gl

ϕ (i)Ω
(
pl |x− i|

K

)
, ϕ (i) ∈ R.



DEEP NEURAL NETWORKS 7

The function ϕ is supported on OK and has parameter of constancy l. The vector
space Dl(OK) is spanned by the basis

(3.5)
{
Ω
(
pl |x− i|

K

)}
i∈Gl

.

The identification of ϕ ∈ Dl(OK) with the column vector [ϕ (i)]i∈Gl
∈ R#Gl , #Gl =

plN , gives rise to an isomorphism betweenDl(OK) and R#Gl endowed with the norm
∥∥[ϕ (i)]i∈Gl

∥∥ = max
i∈Gl

|ϕ (i)| = ‖ϕ‖∞ .

Furthermore,

(3.6) Dl(OK) →֒ Dl+1(OK) →֒ D(OK),

where →֒ denotes a continuous embedding, and

(3.7) D(OK) = ∪lD
l(OK).

Remark 1. We warn the reader that through the article, we use
(
RN , |·|

)
, where

|·| is the standard norm, and also
(
RN , ‖·‖

)
≃
(
Dl(OK), ‖·‖∞

)
.

3.2. Positive characteristic versus zero characteristic. For l ≥ 2, we denote
by Λl the group homomorphism

Λl : Gl → Gl−1

a0 + a1℘+ . . .+ al−1℘
l−1 → a0 + a1℘+ . . .+ al−2℘

l−2.

For a given j ∈ Gl−1, the elements in k ∈ Gl such that Λl (k) = j are called the
liftings of j to Gl. In positive characteristic,

Gl =
{
q(T ) ∈ Fp [T ] ; q(T ) = a0 + a1T + . . .+ al−1T

l−1
}

is the additive group of polynomials of degree up most l − 1. Then, Gl−1 is an
additive subgroup of Gl. In characteristic zero,

Gl =
{
a0 + a1p+ . . .+ al−1p

l−1; ai ∈ {0, . . . , p− 1}
}
.

The additive group Gl−1 is not an additive subgroup of Gl.

4. Discrete non-Archimedean DNNs

Lemma 1. Let σM be as before. Assume that X ∈ Dl−1 (OK), w(·, y) ∈ Dl (OK),
θ ∈ Dl (OK), for some l ≥ 2. Then, all the continuous non-Archimedean DNNs
with parameters σM , w, σ, θ belong to Dl(OK), and

(4.1) Y (i) = σM

(
∑

k∈Gl

X (Λl (k))w (i,k) + θ (i)

)
, for i ∈ Gl.

Proof. The hypothesis X ∈ Dl−1 (OK), w(·, y) ∈ Dl (OK), implies that

X(y) =
∑

j∈Gl−1

X (j)Ω
(
pl−1 |y − j|

K

)
, w(x, y) =

∑

j∈Gl

w (j, y)Ω
(
pl |x− j|p

)
.

In addition,

θ(x) =
∑

j∈Gl

θ (j)Ω
(
pl |x− j|p

)
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Now, Ω
(
pl−1 |y − j|p

)
is the characteristic function of the ball j + ℘l−1OK, this

ball is a disjoint union the balls

j + ℘l−1OK =
⊔

k∈TN
l

(
k + ℘lOK

)
,

where

TN
l := {k ∈ Gl; Λl (k) ∈ j} .

Now, by using that

X (j)Ω
(
pl−1 |y − j|

K

)
=

∑

k∈Gl

Λl(k)=j

X (j)Ω
(
pl |y − k|

K

)

=
∑

k∈Gl

Λl(k)=j

X (Λl (k))Ω
(
pl |y − k|

K

)
,

X(y) =
∑

j∈Gl−1

X (j)Ω
(
pl−1 |y − j|

K

)
=
∑

k∈Gl

X (Λl (k))Ω
(
pl |y − k|

K

)
,

one gets that

∫

OK

w(x, y)X(y)dy

=
∑

j∈Gl




∑

k∈Gl

X (Λl (k))

∫

OK

w (j, y)Ω
(
pl |y − k|

K

)
dNy



Ω

(
pl |x− j|

K

)

=
∑

j∈Gl

{
∑

k∈Gl

X (Λl (k))w (j,k)

}
Ω
(
pl |x− j|p

)
,

where

w (j,k) :=

∫

OK

w (j, y)Ω
(
pl |y − k|

K

)
dy,

and consequently,

σ




∫

OK

w(x, y)X(y)dNy + θ (x)





=
∑

j∈Gl

σ

(
∑

k∈Gl

X (Λl (k))w (j,k) + θ (j)

)
Ω
(
pl |x− j|

K

)
.

�

Definition 2. Given σM an activation function, L,∆ positive integers, θ ∈ DL+∆ (OK),
w ∈ DL+∆ (OK ×OK), we define the non-Archimedean discrete DNN(OK, σM , L,∆, w, θ)
as a NN with input

X in (j) = X(L) (j) , for j ∈ Gl,
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states

(4.2) X(l) (j) = σM

(
∑

k∈Gl

X(l−1) (Λl (k))w (j,k) + θ (j)

)

for l = L+ 1, . . . , L+∆, and j ∈ Gl, and output

Y out (j) = X(L+∆) (j) , for j ∈ GL+∆.

We say that DNN(OK, σM , L,∆, w, θ) is a convolutional network, if the states are
determined by

X(l) (j) = σM

(
∑

k∈Gl

X(l−1) (Λl (k))w (j − k) + θ (j)

)

for l = L+ 1, . . . , L+∆.

The input and the output are test functions, more precisely, X in ∈ DL (OK)
and Y out ∈ DL+∆ (OK). The equation (4.2 establishes that the weights and biases
of layer l and the state of layer l − 1 determine the state of the network at layer l.
The functions X(l),.., X(l−1) are different. The network neurons are organized in a
tree-like structure with ∆ levels. The parameter ∆ gives the depth of the network.
At the level l, with L + 1 ≤ l ≤ L + ∆ − 1, there are pl neurons. The neuron
j ∈ Gl is connected with the neuron k ∈ Gl+1 if there exist s ∈ Gl+1 such that
Λl+1 (s) = j and w (j, s) 6= 0. Since the cardinality of Gl is p

L, the length of the
input should be less than or equal pL. We pick the smallest possible prime p for
practical purposes, and then L is determined by the input size.

5. Implementation of discrete non-Archimedean deep neural

networks

5.1. Matrix form of the DNNs. From now on, for the sake of simplicity, we use
matrix notation. We set

X [l] := [X (k)]k∈Gl
=
[
X

[l]
k

]

k∈Gl

∈ Rpl

,

X [l−1] :=
[
X(l−1) (Λl (k))

]

k∈Gl

=
[
X

[l−1]
k

]

k∈Gl

∈ Rpl

,

θ[l] := [θ (k)]k∈Gl
=
[
θ
[l]
k

]

k∈Gl

∈ Rpl

,

for l = L+ 1, . . . , L+∆, and the matrix

W [l] := [w (i,k)]i,k∈Gl
=
[
w

[l]
i,k

]

i,k∈Gl

.

Notice that X [l−1] 6= X [l−1]. This is an important difference with the standard

case. X [l−1] denotes a state at layer l obtained by copying a state X [l−1] at layer
l− 1.



10 W. A. ZÚÑIGA-GALINDO

With the above notation, a non-Archimedean DNN can be rewritten as

(5.1)





X [L] input

X [L+∆] output

Z [l] := W [l]X [l−1] + θ[l]

X [l] = σM

(
Z [l]
)
, l = L+ 1, . . . , L+∆,

where

(
W [l]X [l−1] + θ[l]

)

j
= σM

(
∑

k∈Gl

X
[l−1]
k w

[l]
j,k + θ

[l]
j

)
, for j ∈ Gl,

see (6.8).

5.2. Stochastic gradient.

Notation 2. Given two vectors A = [Ak]k∈Gl
, B = [Bk]k∈Gl

∈ Rpl

, we set

|A−B| =

√∑

k∈Gl

(Ak −Bk)
2.

Assume that
{
A{i}

}K
i=1

are training data for which there are given target outputs
{
Y
(
A{i}

)}K
i=1

. We use the quadratic cost function

C =
1

K

K∑

i=1

1

2

∣∣∣Y
(
A{i}

)
−X [L+∆]

(
A{i}

)∣∣∣
2

=
1

K

K∑

i=1

CA{i} ,

to determine the parameters of the network, where X [L+∆]
(
A{i}

)
denotes the out-

put of the network with input A{i}, and

CA{i} =
∣∣∣Y
(
A{i}

)
−X [L+∆]

(
A{i}

)∣∣∣
2

.

We denote by Θ =
(
W [L+∆], θ[L+∆]

)
∈ Rs, with s := p2(L+∆) + p(L+∆), the

vector constructed with the weights W [L+∆] and the biases θ[L+∆] of the network,
thus, C = C(Θ) : Rs → R. The minimization of the cost function is obtained by
using the gradient descent method:

(5.2) Θ → Θ− η∇C(Θ) = Θ−
η

K

K∑

i=1

∇CA{i}(Θ),

where η is the learning constant and ∇C(Θ) denotes the gradient of the function
C(Θ). A practical implementation of the updating method (5.2) is obtained by
using the stochastic gradient; see, e.g., [15], and the references therein.
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5.3. Back propagation. We fix a training input A{i} and consider CA{i}(Θ) as a
function of Θ, and use the notation

(5.3) CA{i}(Θ) := C =
1

2

∣∣∣Y −X [L+∆]
∣∣∣
2

.

We set Z [l] :=
[
Z

[l]
k

]

k∈Gl

, see (5.1). We refer Z
[l]
k as the weighted input for neuron

k ∈ Gl, at layer l. We also set

δ
[l]
k =

∂C

∂Z
[l]
k

for k ∈ Gl and l = L+ 1, . . . , L+∆,

and δ[l] :=
[
δ
[l]
k

]

k∈Gl

.

Given two vectors A = [Ak]k∈Gl
, B = [Bk]k∈Gl

∈ RplN

, the Hadamard product
of them is defined as

A ◦B := [(A ◦B)k]k∈Gl
= [AkBk]k∈Gl

.

We also use the notation σM

(
Z [l]
)
:=
[
σM

(
Z

[l]
k

)]

k∈Gl

, and

σ′
M

(
Z [l]
)
=

d

dt
σM

(
Z [l]
)
=

[
d

dt
σM

(
Z

[l]
k

)]

k∈Gl

.

Lemma 2. With the above notation the following formulae hold:

(i) δ[L+∆] = σ′
M

(
Z [l]
)
◦
(
X [L+∆] − Y

)
;

(ii) δ[l] = σ′
M

(
Z [l]
)
◦
(
W [l+1]

)T
δ[l+1] for l = L+ 1, . . . , L+∆− 1;

(iii) ∂C

∂θ
[l]
k

= δ
[l]
k for l = L+ 1, . . . , L+∆;

(iv) ∂C

∂w
[l]
k,j

= δ
[l]
k X

[l−1]
j for l = L+ 1, . . . , L+∆.

Proof. The proof is a simple variation of the classical one. See, for instance, the
proof of Lemma 5.1 in [15]. �

The outputX [L+∆] can be computed from the input, X [L], using Z [l] = W [l]X [l−1]+

θ[l], X [l], l = L + 1, . . . , L + ∆, by computing X [L], Z [L+1], . . . ,Z [L+∆−1], X [L+∆]

in order. After this step, δ[L+∆] can be computed, see Lemma 2-(i). Then, by

Lemma 2-(ii), δ[L+∆−1], δ[L+∆−2], . . . , δ[L+1] can be computed in a backward pass.
Now from Lemma 2-(iii),(iv), we can compute the partial derivatives, and thus
the gradients. This a non-Archimedean version of the standard back propagation
algorithm.

6. The discrete non-Archimedean DNNs are robust universal

approximators

Theorem 1. Given any f ∈ Lρ(OK), 1 ≤ ρ ≤ ∞, with ‖f‖ρ < M , and any ǫ > 0;

then, for any input X ∈ DL (OK), L ≥ 1, there exists a p-adic DNN(OK, σM , L,∆, w, θ)
such that the output

Y (x;OK, σM , L,∆, w, θ) =
∑

k∈GL+∆

Y (k)Ω
(
pL+∆ |x− k|

K

)

satisfies
‖Y (OK, σM , L,∆, w, θ)− f‖ρ < ǫ,
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for any w in a ball in DL+∆ (OK ×OK) ≈ R2p(L+∆)

, and any θ in a ball in

DL+∆ (OK) ≈ Rp(L+∆)

. Furthermore, this approximation property remains valid
if we assume that the output is produced by a convolutional network.

Proof. First, we may assume that f ∈ D (OK), with ‖f‖ρ < M . Indeed, since

D (OK) is dense in Lρ(OK), there exists ϕ ∈ DL
′

(OK) such that ‖ϕ− f‖ρ < ǫ
2 .

Since DL′

(OK) →֒ DL′′

(OK) for L′′ > L′, without loss of generality, we may

suppose that L
′

> L so L
′

= L + ∆, for some positive integer ∆. Then, it is
sufficient to construct an DNN with output Y ∈ DL+∆ (OK) such that

(6.1) ‖ϕ− Y ‖∞ <
ǫ

2
,

since ‖ϕ− Y ‖ρ ≤ ‖ϕ− Y ‖∞. So, we may replace f by ϕ, with ‖ϕ‖ρ ≤ ‖ϕ‖∞ < M .
Taking

ϕ (x) =
∑

i∈GL+∆

ϕ (i)Ω
(
pL+∆ |x− i|

K

)
,

we look for an DNN with output Y ∈ DL+∆ (OK) such that

(6.2) max
i∈GL+∆

|Y (i)− ϕ (i)| < ǫ,

with ϕ (i) ∈ (−M,M). By using the activation function σM , for each i ∈ GN
L+∆,

we fix a preimage σ−1
M (ϕ (i)), now by the continuity of σM , there exists δ (ǫ) such

that

max
i∈GL+∆

∣∣∣∣∣∣

∑

k∈GN
L+∆

X (ΛL+∆ (k))w (i,k) + θ (i)− σ−1
M (ϕ (i))

∣∣∣∣∣∣
< δ (ǫ)

implies (6.2). By taking
∣∣θ (i)− σ−1

M (ϕ (i))
∣∣ < δ(ǫ)

2 , for all i ∈ GL+∆, i.e.,

(6.3) max
i∈GL+∆

∣∣θ (i)− σ−1
M (ϕ (i))

∣∣ < δ (ǫ)

2
,

it is sufficient to show that

(6.4) max
i∈GL+∆

∣∣∣∣∣∣

∑

k∈GL+∆

X (ΛL+∆ (k))w (i,k)

∣∣∣∣∣∣
<

δ (ǫ)

2
.

For a fix i ∈ GN
L+∆, the linear mapping

Rp(L+∆)

→ R

w (i,k) →
∑

k∈GL+∆

X (ΛL+∆ (k))w (i,k)

is continuous at the origin, even if X (ΛL+∆ (k)) = 0 for all k ∈ GL+∆, then there
exists γ (i, δ) such that

max
k∈GL+∆

|w (i,k)| < γ (i, δ) implies

∣∣∣∣∣∣

∑

k∈GL+∆

X (ΛL+∆ (k))w (i,k)

∣∣∣∣∣∣
<

δ (ǫ)

2
.
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Consequently,

(6.5) max
i∈GL+∆

max
k∈GL+∆

|w (i,k)| < min
i∈GL+∆

γ (i, δ)

implies (6.4).

By the isomorphism of Banach spaces
(
DL+∆ (OK) , ‖·‖∞

)
≃
(
RpL+∆

, ‖·‖∞

)
,

condition (6.3) defines a ball in Rp(L+∆)

, while condition (6.5) defines defines a ball

on R2p(L+∆)

, where the approximation (6.2) is valid. Finally, we observe that the
above reasoning is valid if we take w (i,k) = w (i− k).

The prime number p and the integer L are determined by the input X ∈

DL (OK) ≃ RpL

. Then, pL should be larger than the length of the vector X .
Consequently, we may pick p to be any arbitrary prime. �

A good approximation of a function f ∈ Lρ(OK) by a test function ϕ ∈ DL
′

(OK)

requires a large L
′

, and consequently the computational power of the DNNs increase
with ∆. The p-adic discrete DNNs are particular cases of the standard deep neural
networks; see, e.g.,[15]. The DNNs can be trained using back propagation, and
the convolutional implementation of these networks reduces the number of weights
significantly.

Remark 2. The field K is invariant under transformations of the form x →
b + ℘sx, with b ∈ K, s ∈ Z. For this reason, we will consider that all networks
DNN(OK, L,∆, w, θ) with outputs of the form Y (b+℘sx) are equivalent. In prac-
tical terms, to find an approximation of a function f : b + ℘sOK → R is the same
as find an approximation of the function f∗ : OK → R, where f∗ (x) = f (b+ ℘sx).

Remark 3. The natural non-Archimedean version of the perceptron is

(6.6) G
(
[Xk]k∈Gl

)
= σ

(
∑

k∈Gl

WkXk + b

)
,

where X = [Xk]k∈Gl
,W = [Wk]k∈Gl

∈ Rpl

, and b ∈ R. Here, the activation

function σ is defined as in [7, Definition 2.2.1]. By using the standard inner product

of Rpl

, we rewrite (6.6) as G(X) = σ (W ·X + b). However, (6.6) is radically
different from the classical perceptron σ (w · x+ b), where w = (w1, . . . , wM ), x =
(x1, . . . , xM ),∈ RM , because i, xi are real numbers, while Xk is a real number, but
k ∈ K. Cybenko’s theorem, see [9], [7, Theorem 9.3.6], asserts that the finite sums
of the form

G(X) =

R∑

r=1

αrσ (Wr ·X + br)

are dense in the space of continuos functions defined on [0, 1]
M

endowed with the
norm ‖·‖∞. Besides of the apparently similitude, the non-Archimedean DNNs con-
sidered here are not non-Archimedean analogues of the classical perceptrons.

6.1. Parallelization of non-Archimedean DNNs. A natural problem is the
simultaneous approximations of several functions by DNNs. More precisely, given
fi ∈ Lρ(OK), i = 1, . . . , R, by applying Theorem 1, there are DNNs,

DNN(OK, σMi
, Li,∆i, wi, θi), i = 1, . . . , R,
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whose outputs satisfy

‖Yi (OK, σMi
, Li,∆i, wi, θi)− fi‖ρ < ǫ, , i = 1, . . . , R.

Without loss of generality, we may assume that the parameter p is the same for all
the DNNs. For general fi, i = 1, . . . , R, it is not possible to find a unique DNN
that approximates all the fi, but we can use the DNN(OK, σMi

, Li,∆i, wi, θi),
i = 1, . . . , R, in parallel to construct a simultaneous approximation of all the fi.

We set

f = (f1, . . . , fR) ∈ Lρ(OK)
⊕

· · ·
⊕

Lρ(OK) = (Lρ(OK))
R
,

X = (X1, . . . , XR) ∈

R⊕

i=1

DLi (OK) , Y = (Y1, . . . , YR) ∈

R⊕

i=1

DLi+∆i (OK) ,

L = (L1, . . . , LR) , ∆ = (∆1, . . . ,∆R) ∈ NR,

w = (w1, . . . , wR) ∈

R⊕

i=1

DLi+∆i (OK ×OK) , θ = (θ1, . . . , θR) ∈

R⊕

i=1

DLi+∆i (OK) ,

σ = (σM1 , . . . , σMR
) .

Given f ∈ (Lρ(OK))
R
, we define the norm

‖f‖ := max
1≤i≤R

‖fi‖ρ ,

and for X ∈

R⊕

i=1

DLi (OK),

‖X‖ = max
1≤i≤R

‖Xi‖∞ .

Definition 3. The direct product of the DNNs DNN(OK, σMi
, Li,∆i, wi, θi), i =

1, . . . , R, is a DNN, denoted as DNN(OK,σ, R,L,∆,w, θ), with input X ∈
R⊕

i=1

DLi (OK), and output Y ∈

R⊕

i=1

DLi+∆i (OK).

By using the above definition and Theorem 1, we obtain the following result.

Corollary 1. Given any f ∈ (Lρ(OK))
R, with ‖f‖ρ < M , and any ǫ > 0;

then, for any input X ∈

R⊕

i=1

DLi (OK), with Li ≥ 1 for all i,, there exists a

p-adic DNN(OK, R,L,∆,w, θ) such that the output Y (x; p,σ, R,L,∆,w, θ) ∈
R⊕

i=1

DLi+∆i (OK) satisfies ‖Y (x;OK,σ, R,L,∆,w, θ)− f‖ρ < ǫ, for any w in a

ball in

R⊕

i=1

DLi+∆i (OK ×OK), and any θ in a ball in

R⊕

i=1

DLi+∆i (OK).

6.2. Approximation of functions on open compact subsets. We now extend
Theorem 1 to functions supported in an open compact subset K. A such set is a
disjoint union of ball, the, without loss of generality, we assume that

K =

R⊔

i=1

(
ai + ℘NiOK

)
,
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where ai ∈ K, Ni ∈ Z, for i = 1, . . . , R. Any function f : K → R is completely
determined by its restrictions to the balls B−Ni

(ai) = ai +℘NiOK. More precisely,

(6.7) f(x) =

R∑

i=1

fi(x), with fi(x) = f(x)Ω
(
pNi |x− ai|K

)
.

We now define the linear transformation

Tai,Ni
: ai + ℘NiOK → OK

x → Tai,Ni
(x) = ℘−Ni (x− ai) .

Then, the mapping

T ∗
ai,Ni

: Lρ
(
ai + ℘NiOK

)
→ Lρ (OK)

f → T ∗
ai,Ni

f,

with T ∗
ai,Ni

f (x) := f
(
T−1
ai,Ni

(x)
)
defines a linear bounded operator satisfying

∥∥T ∗
ai,Ni

f
∥∥
ρ
=






p
Ni
ρ ‖f‖ρ if ρ ∈ [1,∞)

‖f‖ρ if ρ = ∞.

.

Consequently, we have a continuous embedding

Lρ
(
ai + ℘NiOK

)
→֒ Lρ (OK) , 1 ≤ ρ ≤ ∞,

Since K has finite Haar measure, Lρ(K) →֒ L1(K), 1 ≤ ρ ≤ ∞, and D(K), the space
of test functions supported in K, is dense in Lρ(K), 1 ≤ ρ ≤ ∞.

By (6.7),

Lρ(K) =

R⊕

i=1

Lρ(ai + ℘NiOK).

When identifying f ∈ Lρ(K) with (f1, . . . , fR), fi ∈ Lρ(ai + ℘NiOK), we use the
notation f = (f1, . . . , fR). Notice that

‖f‖ρ =




R∑

i=1

∫

ai+℘NiOK

|fi (x)|
ρ
dx




1
ρ

, ρ ∈ [1,∞) ,

‖f‖∞ = max
1≤i≤R

{
sup

x∈ai+℘NiOK

|fi (x)|

}
.

Theorem 2. Given f ∈ Lρ(K), 1 ≤ ρ ≤ ∞, with ‖f‖ρ < M , and ǫ > 0; then, for
any input

X = (X1, . . . , XR) ∈

R⊕

i=1

DLi
(
ai + ℘NiOK

)
,

there exits DNN(OK,σ, R,L,∆,w, θ) with output

Y =
((

T−1
a1,N1

)∗
Y1, . . . ,

(
T−1
aR,NR

)∗
YR

)
∈

R⊕

i=1

DLi+∆i
(
ai + ℘NiOK

)
,

such that ‖f − Y ‖ρ < ǫ, for w, θ, running in certain balls.
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Proof. We first construct a DNN to approximate fi ∈ Lρ(ai+℘NiOK). Notice that
T ∗
ai,Ni

fi ∈ Lρ (OK), with
∥∥T ∗

ai,Ni
fi
∥∥
ρ
< Mi (ρ), where

Mi (ρ) =





p
Ni
ρ M if 1 ≤ ρ < ∞

M if ρ = ∞.

By Theorem 1, there exists a

(6.8) DNN(OK, σMi(ρ), Li,∆i, wi, θ)

such that the output Yi(x;OK, σMi(ρ), L,∆, w, θ) satisfies

(6.9)
∥∥Yi

(
OK, σMi(ρ), L,∆, w, θi

)
− T ∗

ai,Ni
fi
∥∥
ρ
<

ǫ

γi (ρ)
,

with

γi (ρ) =





p
Ni
ρ if 1 ≤ ρ < ∞

1 if ρ = ∞,

for any wi in a ball in R2p(Li+∆i)
, and any θ in a ball in Rp(Li+∆i)

.
The inequality (6.9) means that

Ei(x) := Yi

(
y;OK, σMi(ρ), L,∆, w, θ

)
− T ∗

ai,Ni
fi (x) , with ‖Ei‖ρ <

ǫ

γi (ρ)
,

where the parameters σMi(ρ), Li,∆i, wi, θi are functions of ai, Ni. Then
(
T−1
ai,Ni

)∗
Ei(x) =

(
T−1
ai,Ni

)∗
Yi (x;OK, L,∆, w, θ)− fi (x) .

Now, for 1 ≤ ρ < ∞, taking y = p−Ni (x− ai), dy = pNidx, we have

∥∥∥
(
T−1
ai,Ni

)∗
Ei

∥∥∥
ρ
=



∫

OK

∣∣∣
(
T−1
ai,Ni

)∗
Ei(x)

∣∣∣
ρ

dx




1
ρ

=



∫

OK

∣∣Ei(ai + ℘Nix)
∣∣ρ dx




1
ρ

= p
Li
ρ




∫

ai+℘NiOK

|Ei(z)|
ρ
dz




1
ρ

< ǫ.

In the case ρ = ∞,
∥∥∥
(
T ∗
ai,Ni

)−1
E
∥∥∥
ρ
= ‖E‖ρ < ǫ. In conclusion, there exits a

DNN(OK, σMi(ρ), Li,∆i, wi, θ), with output satisfying
∥∥∥
(
T−1
ai,Ni

)∗
Y
(
OK, σMi(ρ), Li,∆i, wi, θi

)
− fi

∥∥∥
ρ
< ǫ,

for any wi in a ball in R2p(Li+∆i)
, and any θ in a ball in Rp(Li+∆i)

. We now set

L = (L1, . . . , LR) , ∆ = (∆1, . . . ,∆R) ∈ NR,

w = (w1, . . . , wR) ∈

R⊕

i=1

DLi+∆i
((
ai + ℘NiOK

)
×
(
ai + ℘NiOK

))
,

θ = (θ1, . . . , θR) ∈
R⊕

i=1

DLi+∆i
(
ai + ℘NiOK

)
, σ =

(
σM1(ρ), . . . , σMR(ρ)

)
.
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Then, by taking the direct product of (6.8), we obtain a neural network

DNN(OK,σ,R,L,∆,w, θ)

with output Y =
((

T−1
a1,N1

)∗
Y1, . . . ,

(
T−1
aR,NR

)∗
YR

)
∈

R⊕

i=1

DLi+∆i
(
ai + ℘NiOK

)
,

such that ‖f − Y ‖ρ < ǫ for any w, respectively θ, running in some balls. �

7. Approximation of functions from Lρ ([0, 1]) by p-adic DNNs

The following result is well-known in the mathematical folklore, but we cannot
find a suitable bibliographic reference for it.

Lemma 3. Given x ∈ [0, 1], there exists a unique sequence {xi}i∈N
, xi ∈ {0, . . . , p− 1},

of p-adic digits such that

x =

∞∑

i=0

xip
−i−1.

The sequence of p-adic digits is computed recursively. If x = m
pn , with n, m =

∑k
i=0 mip

i ∈ N r {0}, xi ∈ {0, . . . , p− 1}, and 0 < m < pn, then

x =

k∑

i=0

mip
i−n,

which means that almost all the digits are zero.

Proof. The proof is a recursive algorithm for computing the p-adic digits of x.
Step 0. The digit x0 = i if

(7.1)
i

p
≤ x <

i+ 1

p
, for i ∈ {0, . . . , p− 1} .

Induction step. Assume that the digits x0,. . . ,xN , for some N ≥ 1, are already

computed. Set x̃N :=
∑N

i=0 xip
−i−1,

0 ≤ x− x̃N ≤
1

pN+1
.

If x = x̃N , then xi = 0 for i ≥ N +1. If x = x̃N + 1
pN+1 , then xi = 0 for i ≥ N +2.

If 0 < x− x̃N < 1
pN+1 , we divide the interval

(
0, 1

pN+1

)
into p subintervals of length

1
p
, and set xN+1 = i if

(7.2)
i

pN+2
≤ x− x̃N <

i+ 1

pN+2
, for for i ∈ {0, . . . , p− 1} .

We now replace x by x̃N+1 and go back to Step 0. The solutions of the decision
problems (7.1)-(7.2) are uniquely determined by the number x. Consequently, the
sequence of p-adic digits is uniquely determined by x. �

We set

Ip :=

{
∞∑

i=0

aip
−i−1; ai ∈ {0, . . . , p− 1}

}
.
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Given x ∈ [0, 1], we set ̺p (x) :=
∑∞

i=0 xip
−i−1. By Lemma 3, ̺p : [0, 1] → Ip is a

one-to-one function. But, this function is not surjective. Indeed, the formula

1

pN+1
=

∞∑

i=N+1

(p− 1) p−i−1

implies that

N−1∑

i=0

xip
−i−1 +

1

pN+1
=

N−1∑

i=0

xip
−i−1 +

∞∑

i=N+1

(p− 1) p−i−1.

For x =
∑N−1

i=0 xip
−i−1 + 1

pN+1 , function ̺p gives the sequence (x0, . . . , xN−1, 1);

the sequence (x0, . . . , xN−1, p− 1, p− 1, . . .) is not in the range of ̺p.
We now construct a generalization of function ̺p as follows:

̺K : [0, 1] → OK

x =
∑∞

i=0 xip
−i−1 → ̺K (x) =

∑∞
i=0 xi℘

i.

This function is one-to-one, but not surjective. We denote the range of ̺K as
OK rM. The following result follows directly from the definition of the function
̺K.

Lemma 4. With the above notation, the following assertions hold:
(i) ̺K (x) is a continuous function.
(ii)

∣∣̺−1
K

(x)− ̺−1
K

(y)
∣∣ ≤ |x− y|

K
, for x, y ∈ OK rM.

(iii) For any b =
∑k

i=0 xi℘
i ∈ OK,

̺K

(
k∑

i=0

xip
−i−1 + p−k−1 [0, 1]

)
=
(
b+ ℘k+1OK

)
rM, for k ≥ 0.

(iv) ̺
K
([0, 1]) = OK rM.

We denote by B ([0, 1]), respectively B (OK), the Borel σ-algebra of [0, 1], respec-
tively of OK. By Lemma 4-(i), the function

̺K : ([0, 1] ,B ([0, 1])) → (OK,B (OK))

is measurable. We denote by L : B ([0, 1]) → [0,+∞] the Lebesgue measure in [0, 1],
and by H the pushforward measure of L to B (OK):

H(B) := L
(
̺−1
K

(B)
)
for B ∈ B (OK) .

We denote by BM (OK) the restriction of B (OK) to OKrM, which is the σ-algebra
of subsets of the form

B ∩ (OK rM) , for B ∈ B (OK) .

The function ̺−1
K

: ([0, 1] ,B ([0, 1])) → (OK,BM (OK)) is also measurable, cf.
Lemma 4-(ii).

Proposition 1. The measure H equals the Haar measure µHaar in B (OK). Fur-
thermore, µHaar (M) = 0.



DEEP NEURAL NETWORKS 19

Proof. By Lemma 4-(iii)-(iv),

H ((b + ℘nOK)rM) = µHaar (b+ ℘nOK) = p−n for n ∈ N, b ∈ OK.

By the Carathéodory extension theorem, see, e.g., [5, Section 1.3.10], the Haar
measure is uniquely determined by the condition µHaar (b + ℘nOK) = p−n for n ∈ N,
b ∈ OK. Therefore, H extends to the Haar measure in B (OK), and µHaar (M) =
0. �

Given a function f : OK → R, we define ̺∗
K
f : [0, 1] → R, by (̺∗

K
f) (x) =

f (̺K (x)).

Theorem 3. The map ̺∗
K

: Lρ (OK) → Lρ ([0, 1]), ρ ∈ [1,∞], is an isometric
isomorphism of normed spaces, i.e., a linear surjective isometry.

Proof. Changing variables as y = ̺
K
(x), the Lebesgue measure of [0, 1] becomes

the Haar measure of OK, then

‖̺∗Kf‖ρ =




∫

[0,1]

|f (̺K (x))|
ρ
dx




1
ρ

=




∫

OK

|f (y)|
ρ
dy





1
ρ

= ‖f‖ρ .

�

Theorems 1 and 3 imply that non-Archimedean DNNs can approximate func-
tions from Lρ ([0, 1]) But, the spaces DL (OK) are naturally isomorphic to spaces
of simple functions defined on [0, 1]; this isomorphism allows us to describe the
approximation of functions from Lρ ([0, 1]) by DNNs in terms of functions defined
on [0, 1]. The details are as follows.

Remark 4. Let (Ω,F , µ) be a measure space, where F is a σ-algebra of subsets
of Ω, and µ is measure in F . A function h : Ω → R is called simple if h(x) =∑n

i=1 αi1Ai
(x), where the αi are real numbers, and the Ai are disjoint sets in F .

The simple functions are dense in Lρ (Ω,F , µ), for ρ ∈ [1,∞]; see [5, Theorem
2.4.13].

Lemma 5. ̺K (considered as a change of variables) gives a bijection between the
simple functions defined on OK into the simple functions defined on [0, 1].

Proof. Take B ∈ B(OK), since µHaar (M) = 0,

1BrM = 1B in Lρ (OK) .

By using that ̺K is measurable, cf. Lemma 4-(i),

̺−1
K

(B rM) = ̺−1
K

(B)r ̺−1
K

(M)

is a Borel subset of [0, 1]. Now the Lebesgue measure of ̺−1
K

(M) is zero, cf. Propo-
sition 1, and thus,

1̺−1
K

(B)r̺
−1
K

(M) = 1̺−1
K

(B) in Lρ ([0, 1]) .

Consequently, ̺−1
K

sends the function 1B into 1̺−1
K

(B). We now take a Borel subset

A of [0, 1]. By using that ̺−1
K

is measurable, cf. Lemma 4-(ii), ̺K (A) is a Borel
subset of OK. Then, ̺K sends the function 1A into 1̺K (A). �
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Set

̺−1
K

(Gl) =
{
a0p

−1 + a1p
−2 + . . .+ al−1p

−l−2; ai ∈ {0, . . . , p− 1}
}
.

Notice that ̺−1
K

(Gl) is not an additive group. For instance,

1p−l−2, (p− 1) p−l−2 ∈ ̺−1
K

(Gl) , but 1p
−l−2 + (p− 1) p−l−2 = p−l−1 /∈ ̺−1

K
(Gl) .

Now, φ ∈ DL (OK) can be identified with the function

φ (x) =
∑

α∈̺
−1
K

(Gl)

φ (α) 1α+[0,p−l−1] (x) , for x ∈ [0, 1] .

Now, by Theorems 1 and 3, and Lemma 5, we have the following result.

Theorem 4. Given any f ∈ Lρ ([0, 1]), 1 ≤ ρ ≤ ∞, with ‖f‖ρ < M , and any

ǫ > 0; then, for any input X ∈ DL (OK), L ≥ 1, there exists a

DNN(OK, σM , L,∆, w, θ)

with output

Y (x;OK, σM , L,∆, w, θ) =
∑

α∈̺
−1
K

(GL+∆)

Y (α) 1α+[0,p−L−∆−1] (x)

satisfying

‖Y (OK, σM , L,∆, w, θ)− f‖ρ < ǫ,

for any w in a ball in R2p(L+∆)

, and any θ in a ball in Rp(L+∆)

.

8. Fourier-Walsh series

In [1], the authors use Fourier-Walsh series to approximate hierarchical functions.
Here, we show that this a pure non-Archimedean technique.

8.1. Additive characters. An additive character of K is a continuous group ho-
momorphism from (K,+) into (S, ·), the complex unit circle considered as a mul-
tiplicative group. We denote by χtriv by the trivial additive character of K, i.e.,
χtriv (x) = 1 for any x ∈ K. We say χ

K
is a standard additive character of K ,

if χ
K
6= χtriv, and χ

K
(x) = 1 for any x ∈ OK. In the case, K = Fp ((T )), for

x =
∑∞

k=l akT
k, l ∈ Z, we set Res(x) := a−1, then, the function

χ
K
(x) = exp

(
2πi

p
Res(x)

)

is a standard additive character of Fp ((T )). In the caseK = Qp, for x =
∑∞

k=r akp
k,

r ∈ Z, we set

{x}p :=






0 if r ≥ 0

∑−1
k=r akp

k if r < 0.

Then,

χ
K
(x) = exp

(
2πi {x}p

)

is a standard additive character of Qp.
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Any additive character of K has the form χ (x) = χ
K
(ax) for x ∈ K, and some

a ∈ K, see [28, Chap. II, Corollary to Theorem 3]. We denote by Ω (OK) the group
of additive characters of OK. Then,

Ω (OK) =
{
χ

K

(
℘−lax

)
; l ∈ N r {0} ,a ∈ Gl (OK)

}
∪ {χtriv} ,

where Gl (OK) = OK/℘
lOK.

8.2. Orthonormal basis of L (OK)
⊗

C and L2 ([0, 1])
⊗

C. Given f, g : OK →
C, we set

〈f, g〉 =

∫

OK

f (x) g (x) dx, and ‖f‖
2
2 = 〈f, f〉 ,

where the bar denotes the complex conjugate. We set

L2 (OK)
⊗

C = {f : OK → C; ‖f‖2 < ∞} .

This space is the complexification of the space L2 (OK). We set L2 ([0, 1])
⊗

C for
the complexification of L2 ([0, 1]). We denote by D (OK)

⊗
C, the C-vector space

of test functions, which is the complexification of D (OK).

Theorem 5. With the above notation, the following assertions hold.
(i) The group of characters Ω (OK) is an orthonormal basis of L2 (OK)

⊗
C.

(ii) Set

ω℘,a,l (x) := χ
K

(
℘−la̺K (x)

)
, for x ∈ [0, 1] , l ∈ Nr {0} ,a ∈ Gl (OK) .

Then
{ω℘,a,l}℘,a,l ∪

{
1[0,1]

}

is an orthonormal basis of L2 ([0, 1])
⊗

C.

Proof. We start by recalling the following fact: the group of characters Ω (OK) is
an orthonormal basis of the pre-Hilbert space (D (OK)

⊗
C, 〈·, ·〉), i.e.,

〈χ, χ′〉 =





0 if χ 6= χ′

1 if χ = χ′,

for any χ, χ′ ∈ Ω (OK), and any function ϕ ∈ D (OK)
⊗

C can be expressed as a
finite sum

(8.1) ϕ (x) =
∑

χ∈Ω(OK)

Cχχ (x) , where Cχ = 〈ϕ, χ〉 .

This assertion is a particular case of a well-known result of harmonic analysis on
compact groups, see [17, Proposition 7.2.2].

We denote by Span (Ω (OK)), the C-subvector space of L2 (OK)
⊗

C spanned
by the elements of Ω (OK). To show that Ω (OK) is an orthonormal basis of
L2 (OK)

⊗
C, it is sufficient to establish that

Span (Ω (OK)) = L2 (OK)
⊗

C,

where the bar denotes the topological closure of Span (Ω (OK)) in L2 (OK)
⊗

C.
Let f ∈ L2 (OK)

⊗
C and ǫ > 0 given. Then, by the density of D (OK)

⊗
C in

L2 (OK)
⊗

C and (8.1), there exists ϕ ∈ D (OK)
⊗

C ∩ Span (Ω (OK)) such that
‖f − ϕ‖2 < ǫ.

(ii) By Theorem 3, the map ̺∗
K
: L2 (OK) → L2 ([0, 1]), is a linear surjective isom-

etry, i.e., ‖g‖
2
2 = ‖̺∗

K
g‖

2
2 for any g ∈ L2 (OK). Take f = f1 + if2 ∈ L2 (OK)

⊗
C,
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with fi ∈ L2 (OK), i = 1, 2. We now set ̺∗
K
f = ̺∗

K
f1 + i̺∗

K
f2 ∈ L2 ([0, 1])

⊗
C.

Then

‖̺∗
K
f‖

2
2 = ‖̺∗

K
f1‖

2
2 + ‖̺∗

K
f2‖

2
2 = ‖f1‖

2
2 + ‖f2‖

2
2 = ‖f‖

2
2 .

Consequently, ̺∗
K
: L2 (OK)

⊗
C → L2 ([0, 1])

⊗
C is an L2-isometry, and by the

polarization identities,

〈̺∗Kf, ̺
∗
Kg〉 = 〈f, g〉 for any f, g ∈ L2 (OK)

⊗
C

Therefore, ̺∗
K
sends orthonormal bases of L2 (OK)

⊗
C into orthonormal bases of

L2 ([0, 1])
⊗

C. �

Besides the rings Fp [[T ]], Zp share many common arithmetic and geometric
features, their arithmetic operations are quite different. In the case of Fp [[T ]],
given x =

∑∞
i=0 xiT

i, y =
∑∞

i=0 yiT
i ∈ Fp [[T ]],

(8.2) x+ y =
∞∑

i=0

(xi + yi)T
i, and xy =

∞∑

i=0

(
i∑

s=0

xsyi−s

)
T i,

where the digit operations are performed in the field Fp. In particular, the addition
in Fp [[T ]] does not require carry digits. Using (8.2), we rewrite the orthonormal
basis given in Theorem 5 as follows. The set of functions

(8.3) θp,n,l (x) := exp

(
2πi

p

l∑

i=0

nl−1−ixi

)
,

where

x =

∞∑

i=0

xip
−i−1 ∈ [0, 1] , n =

l∑

i=0

nip
i−1 ∈ N, ni ∈ {0, . . . , p− 1} , l ≥ 1,

form an orthonormal basis of L2 ([0, 1])
⊗

C. The digit operations in (8.3) are
performed in the field Fp.

In the case of Zp, given x =
∑∞

i=0 xip
i, y =

∑∞
i=0 yip

i ∈ Zp, there are no closed
formulas for the digits of the sum x+ y =

∑∞
i=0 aip

i or the product xy =
∑∞

i=0 bip
i

because the addition in Zp requires carry digits. The digits of the sum and product
are compute recursively:

(8.4)

L−1∑

i=0

aip
i ≡

L−1∑

i=0

xip
i +

L−1∑

i=0

yip
i mod pL, for any L ≥ 1,

and

(8.5)
L−1∑

i=0

bip
i ≡

(
L−1∑

i=0

xip
i

)(
L−1∑

i=0

yip
i

)
mod pL, for any L ≥ 1,

where for s, t ∈ Z, s ≡ tmod pL means that s− t is divisible by pL. We now rewrite
the orthonormal basis given in Theorem 5 as follows. The set of functions

(8.6) γp,n,l (x) := exp

(
2πi

pl

(
l−1∑

i=0

nip
i

)(
l−1∑

i=0

xip
i

))
,
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where the digit operations indicated in (8.6) are performed in the quotient ring
Z/plZ, i.e., they are arithmetic operations mod pl, and

x =
∞∑

i=0

xip
−i−1 ∈ [0, 1] , n =

l∑

i=0

nip
i−1 ∈ N, ni ∈ {0, . . . , p− 1} , l ≥ 1,

form an orthonormal basis of L2 ([0, 1])
⊗

C.
The above described orthonormal bases of Walsh-Paley type, see, e.g., [8], [11],

[23]. In the case F2 [[T ]], the basis (8.3) agrees with Walsh-Paley system [23]; in
this framework the connection with the group of characters Ω (F2 [[T ]]) is well-
known, [11]. There are generalized Walsh-Paley bases, see, e.g. [8], however, the
digit operations used in [8] are different to the ones used here. On the other hand.
in the last thirty-five years orthonormal bases on L2 (Qp)

⊗
C has been studied

intensively; see, e.g., [2], [19], [21], [27], and the references therein.
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[29] Zambrano-Luna B. A., Zúñiga-Galindo W. A., p -adic cellular neural networks, J. Nonlinear
Math. Phys. 30 (2023), no. 1, 34–70.
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[34] Zúñiga-Galindo W. A., He C., Zambrano-Luna B. A., p -adic statistical field theory and
convolutional deep Boltzmann machines, PTEP. Prog. Theor. Exp. Phys.(2023), no. 6, Paper
No. 063A01, 17 pp.

[35] Zúñiga-Galindo W. A., p -adic statistical field theory and deep belief networks, Phys. A 612
(2023), Paper No. 128492, 23 pp.
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