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ABSTRACT 

 

Hossain, Md Jakir, DATA ANALYTICS FOR GOOGLE TREND SEARCH RESULT OF 

ILLNESS SYMPTOMS. Master of Science in Engineering (MSE), December 2021, 47 pp., 5 

table, 12 figures, 32 references. 

The outbreak of COVID-19 has escalated from March 2020. Since then, people from all 

over the world are curiously searching different types of illness symptoms including corona 

virus. Before the outbreak, people were also searching different types of symptoms at different 

times. Both diseases share same symptoms, but in the flu season. If certain types of symptoms 

are visible at summer season, then these symptoms are for corona virus.  The main purpose of 

our study is to find out this discriminative information from these search result. We will discuss 

some mathematical concepts and then develop an algorithm based on those formulas and then 

apply this algorithm to those datasets to find out those discriminative data. 
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CHAPTER I 

 

INTRODUCTION 

 

 Our study is about finding out discriminative symptoms between COVID-19 and 

seasonal flu. Though both disease groups have lots of common symptoms such as fever, cough, 

and fatigue, but only a few symptoms are more prominent in COVID-19; e.g., anosmia. These 

symptoms are also visible for seasonal flu at a certain duration. We will consider those 

conditions to design our mathematical model for sorting out those symptoms. The target dataset 

contains higher number of search results of those information at summer season and the 

background dataset contains lower number of search results at that time. The variance of those 

symptoms will be higher if we divide the target search results with the background search result.  

We use Google Trends search results as our background and target datasets. The 

epidemic of COVID-19 began after March 2020. We will consider search results of 2019 as 

background dataset when corona virus was not available. The search results of 2020 as target 

dataset. Both datasets contain 400 columns of different symptoms and 365 rows for each day 

search result of each states of USA. As we are going to find out important symptoms comparing 

those two datasets, so we have to at first mathematically design the problem and then build up 

our own algorithm to get the result.  
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CHAPTER II 

 

REVIEW OF LITERATURE 

 

2.1 Non Negative Matrix Factorization (NMF) 

Non Negative Matrix Factorization is very useful for dimensionality reduction and 

feature selection. As we are going to sort out most important symptoms from a specified set of 

features. We will use this methodology in our study.  

For our study, we are considering two datasets. The first dataset X is target dataset and 

the second dataset Y is background dataset. The first step of non negative matrix factorization is 

making both of those datasets as zero mean datasets. Then we need to make them independently 

square matrices where we will have covariance of the original matrices and right eigen vectors.  

After then we will need to multiply the square matrix of the target dataset with the inverse of the 

square matrix of the background dataset. This multiplication will increase the variance of the 

target dataset. Though we are using covariance matrices of target and background datasets, but it 

will keep original information of both datasets. Since the new matrix contains the variance 

matrix and the right eigen vectors of those datasets. We can decompose this new matrix into two 

parts by applying eigen value decomposition(evd) and singular value decomposition(svd) 

methods. As we need to make two non negative matrices, so at first, we have to apply eigen 

value decomposition method. Though svd is almost like to the evd, the difference is eigen vector. 

The eigen vector of evd contains only positive elements but for svd it contains both positive and 
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negative elements. It will be easier to inspect and sort out important features, if we can convert 

the single matrix into two non negative matrices.  

Let matrix Z be the product of the matrices W and H,  

Z = W*H  

Here Z is the product matrix of the multiplication of diagonal matrix of eigen values with 

eigen matrix and the inverse of eigen matrix. The inverse and transpose of eigen matrix will be 

similar because the matrix is orthogonal. We will discuss this decomposition process in the next 

section. Matrix multiplication can be implemented as computing the column vectors of Z as 

linear combinations of the column vectors in W using coefficients supplied by columns of H. 

That is, each column of Z can be computed as follows: 

𝑧𝑖 = W*ℎ𝑖 

Where zi is the i-th column vector of the product matrix Z and hi is the i-th column vector 

of the matrix H. When multiplying matrices, the dimensions of the factor matrices may be 

significantly lower than those of the product matrix and it is this property that forms the basis of 

NMF. NMF generates factors with significantly reduced dimensions compared to the original 

matrix.  

The mat lab command for NMF is –  

[W,H] = nnmf(Z,k) 



 

4 

 

This command factorizes n by m matrix Z into two nonnegative factors W (n by k) 

and H (k by m). The factorization creates lower rank than that of the original matrix. 

Consequently, there will exist some error. We can minimize the error between Z and W*H by 

applying alternating least square method. 

 

2.2 Eigen Value Decomposition 

This decomposition technique is the basic building block of our experiment. If we can 

understand this mathematical explanation, it will be easier for us to understand other two 

decomposition techniques. Other two techniques also mostly follow the same concepts of eigen 

value decomposition. In our experiment, firstly we will make zero mean datasets. This will help 

us compare two datasets in the same ground. We have used matlab built in function to do so. In 

below, Xn and Yn are zero mean target and background datasets where µ𝑥 and µ𝑦 are mean 

values of X and Y. 

Xn = X - µ𝑥 

Yn = Y - µ𝑦 

 After then we will make square matrices of those two zero mean datasets. The dot 

product of any matrix with its transpose matrix will provide us this output. At this point, we will 

divide the zero mean square matrix of target dataset with that of background dataset. This 
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division will increase the variances of symptoms of corona virus when it is not normal flu 

season. 

Xcov = Xn𝑇*Xn  

Ycov = Yn𝑇 *Yn 

Z = (Ycov)
−1

*Xcov 

Here, we will briefly discuss how mathematically we can get eigen values and their 

corresponding vectors. We know the characteristic  equation of Z is - ∆(λ)  =  det (Z − λI ). The 

roots of det (Z − λI )  =  0  are  the  eigenvalues  of  Z. A real or complex number λ  is  called  an  

eigenvalue  of  the  n × n  real matrix  Z  if  there  exists  a  nonzero  vector  U   such  that  Z U  =  

λ U. Any  vector  U  satisfying  Z U  =  λ U   is  called  a  (right)  eigenvector  of  Z associated  

with  eigenvalue  λ. 

Z* U = λ* U 

Z = U * λ *U𝑇 

Z = W*H 

[U, λ] = eig(Z) 

2.3 Orthonormalization 
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The Euclidean distance of a vector from the origin is a norm, called the Euclidean norm, 

or 2-norm, which may also be defined as the square root of the inner product of a vector with 

itself. 

||𝑈||
2
 = √U𝑈𝑇 = √∑ ||𝑈𝑖||

2𝑛
𝑖=1  

A vector U is said to be normalized if its Euclidean norm is 1 or U𝑇U = 1. 

Two vectors 𝑈1 and 𝑈2 are said to be orthogonal if 𝑈𝑖
𝑇𝑈𝑗 = 0 for i ≠ j. 

Two vectors 𝑈1 and 𝑈2 are said to be orthonormal if 𝑈𝑖
𝑇𝑈𝑗 = 0 for i ≠ j and 𝑈𝑖

𝑇𝑈𝑗= 1 for i = j. 

Given  a  set  of  linearly  independent  vectors  {𝑒𝑖 , 1  ≤  i   ≤  m},  an orthonormal  set  

{𝑞𝑖 , 1  ≤  i   ≤  m}  can  be  obtained  by  the  Schmidt orthonormalization  procedure: 

𝑢1 = 𝑒1; 𝑞1 = 
𝑢1

||𝑢1||
 

𝑢2 = 𝑒2 - 𝑞1
𝑇𝑒2 𝑞1; 𝑞2 = 

𝑢2

||𝑢2||
 

𝑢𝑚 = 𝑒𝑚 - ∑ 𝑞𝑘
𝑇𝑚−1

𝑘=1 𝑒𝑚 𝑞𝑘; 𝑞𝑚 = 
𝑢𝑚

||𝑢𝑚||
 

𝑞𝑘 = 
𝑢𝑘

||𝑢𝑘||
 

2.4 Alternating Least Square 

The singular value decomposition of Z is - 

Z = UΣ𝑉𝑇 + N 
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Z = L + N 

L = UΣ𝑉𝑇 

= WH 

Where, W = UΣ and H = 𝑉𝑇 

The loss function for matrix factorization – 

||Z –  WH||𝐹
2

𝑊,𝐻
𝑎𝑟𝑔𝑚𝑖𝑛

 

If we want to minimize error between input and output then we have to consider the first 

derivative of this loss function as zero. 

First we have to consider H as constant and differentiate the term with respect to W and update 

the value of W. 

||Z –  WH||𝐹
2

𝑑𝑊
𝑑  

𝑑

𝑑𝑊
||Z –  WH||𝐹

2  = 0 

or 2(X – WH) (-H) = 0 

or W𝐻2 – XH = 0 

or W𝐻2 = XH 

or W = XH(𝐻−2) 
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or W = X(𝐻−1) 

or W = X𝐻𝑇(𝐻𝐻𝑇)−1 

In a similar way 

H = X𝑊𝑇(𝑊𝑊𝑇)−1 

Using alternating least square methods we can update W and H to minimize error between input 

and output. 

2.5 Singular Value Decomposition (SVD) 

 SVD is the most important decomposition technique in our study. This method is a little 

bit different from the eigen value decomposition. In eigen value decomposition, we only have 

diagonal matrix of eigen values and the right eigen vector. In SVD, we will have one diagonal 

matrix of singular values and two singular vectors. The first one is right singular matrix and the 

second one is left singular matrix. Both matrices are orthonormal. The determinants of both 

matrices are one. The inverse and transpose of those matrices same. We are going to derive 

mathematical explanation of this decomposition in below. 

 We already have got ideas how to get eigen values and eigen vector from the 

characteristic equation of our mixed matrix Z. from eigen value decomposition, we can write – 

Z*U = U*λ 

Or Z = U * λ *U𝑇 
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 We will apply right and left dot product in our mixed matrix Z. It will give us right 

singular value matrix, left singular value matrix and the diagonal singular value matrix. 

 The right dot product is -  

𝑍𝑇*Z = 𝑈1 ∗ λ𝑇 ∗ 𝑈1
𝑇*𝑈1* λ*𝑈1

𝑇 

= 𝑈1 ∗ λ2 ∗ 𝑈1
𝑇 

Since 𝑈1 is orthonormal matrix and λ is diagonal matrix, 𝑈1
𝑇*𝑈1 = 1 and λ𝑇* λ = λ2.  

Similarly, the left dot product is -  

Z*𝑍𝑇 = 𝑈2* λ*𝑈2
𝑇 ∗ 𝑈2 ∗ λ𝑇 ∗ 𝑈2

𝑇 

= 𝑈2 ∗ λ2 ∗ 𝑈2
𝑇 

 If we consider 𝑈1 = 𝑈2 then we can write Z*𝑈2 = 𝑈1 ∗ λ2 in a similar way of Z*U = U*λ. 

Z = 𝑈1 ∗ λ2 ∗ 𝑈2
𝑇 

 Here λ2 is the diagonal matrix of singular values and 𝑈2
𝑇 is the right singular vector 

matrix. The columns of right singular vector matrix are corresponding vectors for singular 

values. We can order our specified features using values of first singular vector. Since  𝑈1 

and 𝑈2 are not same matrix, there will exist some errors in this process. The alternating 

least square method is used to minimize error by updating those matrices.  

The mat lab command for singular value decomposition is – [U1,S, U2] = svd(Z); 
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2.6 Principal component analysis (PCA) 

 The purpose of Principal component analysis is to order its features according to the 

greatest variance. The column of highest variance data will appear on the first coordinate, the 

second greatest variance data on the second coordinate, and so on. All of those coordinates are 

orthogonal to each other. 

 Our main goal of this project is to order 11 specific features according to the highest 

variance. This procedure is the final mathematical step in our project. We already have zero 

mean target dataset, diagonal matrix of singular values and right eigen vector of our mixed 

matrix. At this point we have used built in mat lab function to find out the index of our greatest 

singular value. Again, we have used another mat lab command to find out the eigen vector of this 

principal component. Finally, we have multiplied the zero mean target dataset with this eigen 

vector. This will provide us the order of our 11 symptoms according to the highest variance.  

 The order of features can be obtained by following equation – 

[~, ind] = sort(diag(S), 'descend'); 

This built-in mat lab function will sort out columns of singular values according to the 

descending order. The column of highest singular value will appear on the first place and the 

second one will appear on next and so on. It will give us our desired order of features. We also 

need to understand the strength of our singular values. The right singular vector of this highest 

singular value will give us strength of all of these singular values or features of our zero mean 
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target dataset. We can obtain this graphical representation by using the following mat lab 

command –  

Up = U2(:, ind(1:d)); 

 This last step is multiplication of zero mean target dataset with the principal eigen 

vector. This multiplication will help us update value of our target dataset according to the 

strength of principal component.  

Xp = Xn*Up 

 The below defined function is our algorithm which we have developed to search for 

discriminative information from google trend search result. All of those methods we have 

discussed earlier are used in this defined function.  

function [Up, Xp] = dpca(X,Y,d) 

2.7 Tensor Decomposition 

2.7.1 Tensor 

Tensors (of order higher than two) are arrays indexed by three or more indices, say (i, j, 

k, · · · ) – a generalization of matrices, which are indexed by two indices, say (r, c) for (row, 

column). Matrices are two-way arrays, and there are three- and higher-way arrays (or higher-

order) tensors. 
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In case of tensor decomposition, singular value decomposition plays a vital role. Singular 

value decomposition is two dimensional but tensor decomposition is three dimensional. 

2.7.2 Some useful products 

Two matrix products are useful for tensor decomposition. The first one is Kronecker 

product and another one is khatri Rao product. 

1) Kronecker product: if we want to multiply two matrices then the column to column 

and row to row product will happen. That means, if A is I by J and B is K by L 

matrices then their product C will be IK by JL matrix – every element of first matrix 

will multiply every column of second matrix.  

A ⊗ B = [ BA(1,1) … BA(1,K); BA(2,1) … BA(2,K); …  …  … ; BA(I,1) … 

BA(I,K)] 

The most useful property of Kronecker product is 𝑏𝑇⊗a = a𝑏𝑇 and the useful 

property of vec() function is – it makes an I by J matrix into a IJ by 1 vector. If we 

consider three matrices of svd(Z) = VD𝑈𝑇 and then apply both properties of 

Kronecker product and vec() function, we will get –  

Vec(VD𝑈𝑇) = (U⊗V) vec(D). 

The cost function or Euclidean distance for Kronecker product is –  

||𝑍 −  VD𝑈𝑇||𝐷
𝑚𝑖𝑛  𝐹

2  = ||𝑣𝑒𝑐(𝑍) − (U ⊗ V)d||𝑑
𝑚𝑖𝑛  𝐹

2  

2) Khatri Rao product: The Khatri Rao product is the column wise multiplication of two 

equal size matrices. If we want to multiply a matrix U of I by J with a matrix V of K 
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by J, then the Khatri Rao product will be IK by J. This will reduce the number of 

elements. As a result the performance will be higher. 

Let matrix U = [𝑢1, …, 𝑢𝑗] and V = [𝑣1, …, 𝑣𝑗] then the Khatri Rao product of U and 

V is –  

U◉V = [𝑢1 ⊗ 𝑣1, …, 𝑢𝑗 ⊗ 𝑣𝑗] 

If we consider three matrices of svd(Z) = VD𝑈𝑇 and then apply properties of vector 

function and the Khatri Rao product, we will get –  

Vec(VD𝑈𝑇) = (U◉V) vec(D). 

The cost function or Euclidean distance for Khatri Rao product is –  

||𝑍 −  VD𝑈𝑇||𝐷
𝑚𝑖𝑛  𝐹

2  = ||𝑣𝑒𝑐(𝑍) − (U◉V)d||𝑑
𝑚𝑖𝑛  𝐹

2  

 

2.7.3 Rank Decomposition for Tensors 

 The property of outer product is that when we multiply two vectors together it will 

produce a rank one matrix. The rank of a matrix determines the linearly independent columns or 

rows in it. 

A rank-1 third-order tensor Z of size I by J by K is an outer product of three vectors: Z(i, 

j, k) = a(i)b(j)c(k), ∀i ∈ {1, · · · , 365 }, j ∈ {1, · · · , 400 }, and k ∈ {1, · · · , 51 }; i.e., Z = 

a◉b◉c. In our study, we will not go beyond the rank 1 three order tensor. But for proper 

understanding how tensor works and how cost function converges we will discuss rank three 
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tensor here. The rank of tensor Z is the minimum number of rank-1 tensors needed to produce Z 

as their sum. Therefore, a tensor of rank at most F can be written as –  

Z(i, j, k) = ∑ 𝑎𝑓(𝑖)◉𝑏𝑓(𝑗)◉𝑐𝑓(𝑘)𝐹
𝑓=1  

If we consider Z as rank 3 and k = 1, then we will get 

Z(i, j, 1) = ∑ 𝑎𝑓(𝑖)◉𝑏𝑓(𝑗)◉𝑐𝑓(1)𝐹
𝑓=1  

= 𝑎1(𝑖)◉𝑏1(𝑗)◉𝑐1(1) + 𝑎2(𝑖)◉𝑏2(𝑗)◉𝑐2(1) + 𝑎3(𝑖)◉𝑏3(𝑗)◉𝑐3(1) 

As we are considering 𝑐𝑓(1) as a constant value and we know 𝑎𝑓◉𝑏𝑓 = 𝑏𝑓𝑎𝑓
𝑇 

Z(:, :, 1) = ∑ 𝑏𝑓𝑎𝑓
𝑇𝑐𝑓(1)𝐹

𝑓=1  

= 𝑏𝑓𝑎𝑓
𝑇𝑐𝑓(1) 

Z(:, :, 2) = 𝑏𝑓𝑎𝑓
𝑇𝑐𝑓(2) 

… 

Z(:, :, k) = 𝑏𝑓𝑎𝑓
𝑇𝑐𝑓(𝑘) 

= 𝑏𝑓𝑎𝑓
𝑇𝑑𝑖𝑎𝑔(𝑐𝑓(𝑘)) 

We can write 𝑐𝑓(𝑘) as 𝑑𝑖𝑎𝑔(𝑐𝑓(𝑘)) because it is a constant matrix. 

If we apply vectorization property of Khatri Rao product on all of those independent 

vectors then we will get them together in the below way – 
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Vec(Z(:, :, k)) = vec(𝑏𝑓𝑎𝑓
𝑇𝑑𝑖𝑎𝑔(𝑐𝑓(𝑘))) 

[Vec(Z(:, :, 1)), Vec(Z(:, :, 2)), …, Vec(Z(:, :, 51))] = 𝑎𝑓◉𝑏𝑓vec(𝑑𝑖𝑎𝑔(𝑐𝑓(𝑘))) 

= 𝑎𝑓◉𝑏𝑓𝑐𝑓 

= 𝑎𝑓◉𝑏𝑓𝑐𝑓
𝑇 

We can write 𝑐𝑓 as 𝑐𝑓
𝑇 because it is a diagonal constant matrix. 

If we apply again the vectorization property, then we will get third order 𝑍3 (as we have 

considered the third face as constant) – 

𝑍3 = 𝑎𝑓◉𝑏𝑓◉𝑐𝑓
𝑇 

In a similar way, we will get 𝑍2 and 𝑍1, if we consider 2nd face and 1st face as constant. 

𝑍2 = 𝑎𝑓◉𝑐𝑓𝑏𝑓
𝑇
 

𝑍1 = 𝑏𝑓◉𝑐𝑓𝑎𝑓
𝑇 

The cost function for first, second and third face of the tensor is – 

||𝑍1 −  𝑏𝑓◉𝑐𝑓𝑎𝑓
𝑇||𝐹

2
𝑎𝑓

𝑚𝑖𝑛  

||𝑍2 −  𝑎𝑓◉𝑐𝑓𝑏𝑓
𝑇||𝐹

2
𝑏𝑓

𝑚𝑖𝑛  

||𝑍3 −  𝑎𝑓◉𝑏𝑓𝑐𝑓
𝑇||𝐹

2
𝑎𝑓

𝑚𝑖𝑛  
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CHAPTER III 

 

METHODOLOGY AND FINDINGS 

 

3.1 Datasets 

 In our study, we have used open-source data. These data sets can be freely used for 

research purpose. We have downloaded our datasets from Google Trends search result. The first 

one is the background dataset which is search result of 2019 or 2018. This dataset contains less 

search result about COVID-19 symptoms because the epidemic did not happen at that time. 

People did not search that much of these three corona virus symptoms online at that time. The 

second one is the target dataset which is search result of 2020 and it contains more information 

of COVID-19 symptoms because people are more aware about those three symptoms after the 

outbreak of pandemic. Though both datasets contain almost same frequency of seasonal flu 

search results, but the frequency of search result of corona virus three symptoms is higher in the 

dataset of 2020 search result than that of the background dataset of 2019 or 2018. Both datasets 

have 400 columns and 365 rows for each state of USA. All 51 states of USA contain separately 

400 different symptoms and 365 days frequency of search results. 

Though, many symptoms are common between COVID-19 and seasonal flu, but we will 

mainly focus on 11 important symptoms. Of which, 8 symptoms are similar between them and 3 

symptoms are only for COVID-19. These 3 symptoms are stronger in 2020 dataset and not much 

stronger in 2019 dataset. Again, both datasets contain different frequencies for different 
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symptoms search result over the 12-month period. We know June to October is summer season. 

In this season, the search result of COVID-19 symptoms will be higher. Normal flu season is 

considered between November and May. Both diseases share same symptoms in this flu season. 

Both datasets will have almost same frequency of search result of those 11 symptoms in this flu 

season. It will be very difficult to differentiate these three symptoms are for COVID-19 or for 

seasonal flu as both diseases share same symptoms in this season. 

If we can properly understand our datasets earlier, it will be easier for us to apply our 

algorithm efficiently. We can make good analysis of our experimental output.  

In our experiment, we will  consider our background dataset as a matrix {𝑦𝑖  ∈  𝑅𝐷}𝑖=1
𝑛 , 

which contains the information of flu, e.g., Google Trends data in 2019 or 2018 when there was 

no COVID-19 but flu, and target dataset as a matrix  {𝑥𝑖  ∈  𝑅𝐷}𝑖=1
𝑚 , which contains the 

information of both flu and COVID-19, e.g., Google Trends data in 2020. Here, 𝐷 denotes the 

number of 11 searched symptoms and 𝑖 is time index for one month or for one year. Both 

datasets will be used as matrices and contain the same number of rows and same number of 

columns. We will consider every column as a vector. Then we will compare these 11 target 

vectors with respect to the same vectors of the background dataset. 
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3.2 Discriminative Algorithm 

We have developed our discriminative algorithm by using several built-in functions. We 

have explained working principles of those built-in functions mathematically in our literature 

review section. We have briefly summarized our discriminative algorithm in the following table - 

Table 1: Discriminative Algorithm 

Discriminative Algorithm 

1. Input: Zero-mean target and background data  {𝑥𝑖}𝑖=1
𝑚  and {𝑦𝑖}𝑖=1

𝑛  ; number of 

dimensions 𝑑 = 11. 

2. Construct covariance matrices of {𝑥𝑖}  and  {𝑦𝑖}  to  obtain 𝐶𝑥 and 𝐶𝑦. 

3. Perform matrix decomposition on 𝐶𝑦
−1𝐶𝑥 to obtain the two factorization components 

W and H. 

4. Output: W and H. 

The first step of our algorithm is to make zero mean target and background datasets. It 

will help us compare matrices in the same ground. The second step is to make square matrices 

that will help us to obtain covariance matrices of zero mean target and background datasets. The 

next step is to divide covariance matrix of zero mean target dataset with that of background 

dataset. We will then decompose this mixed matrix into two matrices W and H. Every element of 

each column of H matrix contain information for each 11 symptoms. We will only consider the 

single column of it for the highest singular value of diagonal matrix of all 11 singular values. 
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3.3 Results for target data 2020 and background data 2019 

We know the target dataset contains higher information for corona virus symptoms. The 

searching frequency for corona virus symptoms is less in background dataset. Before applying our 

algorithm, we know earlier that the variation of COVID-19 symptoms will be higher than other 

eight symptoms. We will apply our algorithm for overall USA search results and for a single state. 

Both cases, we will expect the same result. In this case we have considered 2020 search results as 

target dataset and 2019 search results as background dataset. We know the summer season is 

between June and March, the normal flu season is other months. We will observe variances of 

those symptoms in summer season and in normal flu season. 

Before March 2020 people were not searching COVID-19 symptoms at summer season. 

People were searching more about those symptoms at summer season after the outbreak of corona 

virus after March 2020. As people were affected with the corona virus, people did search those 

symptoms to understand about their health condition. If we apply our algorithm for overall USA 

data and individually on every state, the variance of COVID-19 symptoms will be higher at 

summer season. The serial of those 3 symptoms will appear in first second and third position of 

11 position for total 11 symptoms. In flu season, both diseases show these 11 symptoms. Before 

March 2020 and after March 2020, both flu seasons contain similar information of those 

symptoms. Variations of those symptoms will not maintain the order at normal flu season. 
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3.3.1 Symptoms strength for overall USA in June 

 

Figure 1: Coefficients for USA in June 2019 

This dataset represents single vector column of our right singular vector matrix for 11 

symptoms of COVID-19 and seasonal flu. All bar graph values are coefficients of 11 symptoms 

according to the principle singular value of our diagonal matrix of singular values. First three 

values are for COVID-19 symptoms of Ageusia, Shortness of Breath, and Anosmia. Values of 

coefficients of those three symptoms are higher than that of the rest other symptoms at summer 

season for overall USA. 
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3.3.2 Symptoms strength for overall USA in March 

 

Figure 2: Coefficients for USA in March 2019 

This dataset represents single vector column of our right singular vector matrix for 11 

symptoms of COVID-19 and seasonal flu. All bar graph values are coefficients of 11 symptoms 

according to the principle singular value of our diagonal matrix of singular values. First three 

values are for COVID-19 symptoms of Ageusia, Shortness of Breath, and Anosmia. We can see 

values of coefficients of those three symptoms are not only higher values at normal flu season for 

overall USA. 
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3.3.3 Symptoms strength for Florida in June 

 

Figure 3: Coefficients for Florida in June 2019 

This dataset represents single vector column of our right singular vector matrix for 11 

symptoms of COVID-19 and seasonal flu. All bar graph values are coefficients of 11 symptoms 

according to the principle singular value of our diagonal matrix of singular values. First three 

values are for COVID-19 symptoms of Ageusia, Shortness of Breath, and Anosmia. Values of 

coefficients of those three symptoms are higher than that of the rest other symptoms at summer 

season for the single state Florida. 
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3.3.4 Symptoms strength for Florida in March 

 

Figure 4: Coefficients for Florida in March 2019 

This dataset represents single vector column of our right singular vector matrix for 11 

symptoms of COVID-19 and seasonal flu. All bar graph values are coefficients of 11 symptoms 

according to the principle singular value of our diagonal matrix of singular values. First three 

values are for COVID-19 symptoms of Ageusia, Shortness of Breath, and Anosmia. We can see 

values of coefficients of those three symptoms are not only higher values at normal flu season for 

the single state Florida. 
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3.3.5 Symptoms position for 6 months for USA 

Table 2: Coefficients Position for USA in 2019 

 Serial of Symptoms 

June 1     2     3     8     5     4    10     6     9    11     7 

July 2     1     3     5    10     4    11     9     6     7     8 

August 2     3     1     8     4     5     9    11    10     6     7 

December 11     4     9    10     7     6     2     5     8     1     3 

January 7     8     4     6     9    11    10     5     2     1     3 

February 7     8     6     4     3     2    10     1     9    11     5 

 

 We have applied our algorithm for overall USA dataset for 6 months period. The above 

list represents position of our 11 symptoms when background dataset is 2019 search result, and 

the target dataset is 2020 search result. All positions in the above list are ordered in highest to 

lowest from left to right. Numbers are for columns in which we have assigned our 11 symptoms. 

In list, 1, 2 and 3 stands for symptoms Ageusia, Shortness of Breath, and Anosmia. June, July 

and August, these three months are summer season and December, January, February are normal 

flu season. Since the variance of COVID-19 symptoms are higher in summer season, these three 

symptoms have appeared in the 1st, 2nd, and 3rd position in the summer season. In normal flu 

season, the appearance of those symptoms does not maintain the order because their variances 

are not comparatively that much higher than that of other symptoms. 
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3.3.6 Symptoms position for 6 months for Florida 

Table 3: Coefficients Position for Florida in 2019 

 Serial of Symptoms 

June 3     1     2    11     5     4     9    10     6     8     7 

July 1     3     2     5     4     6    11     9    10     7     8 

August 1     3     2     5     4    10     7     6     9    11     8 

December 11     9     2     6     4     1     5     3    10     8     7 

January 10    11     8     9     4     2     3     7     1     6     5 

February 7     8    11     4     6     9     2    10     3     1     5 

 

We have applied our algorithm for a particular state Florida dataset for 6 months period. 

The above list represents position of our 11 symptoms when background dataset is 2019 search 

result, and the target dataset is 2020 search result. All positions in the above list are ordered in 

highest to lowest from left to right. Numbers are for columns in which we have assigned our 11 

symptoms. In list, 1, 2 and 3 stands for symptoms Ageusia, Shortness of Breath, and Anosmia. 

June, July and August, these three months are summer season and December, January, February 

are normal flu season. Since the variance of COVID-19 symptoms are higher in summer season, 

these three symptoms have appeared in the 1st, 2nd, and 3rd position in the summer season. In 

normal flu season, the appearance of those symptoms does not maintain the order because their 

variances are not comparatively that much higher than that of other symptoms. 
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3.4 Results for target data 2020 and background data 2018 

 

We know the target dataset contains higher information for corona virus symptoms. The 

searching frequency for corona virus symptoms is less in background dataset. Before applying our 

algorithm, we know earlier that the variation of COVID-19 symptoms will be higher than other 

eight symptoms. We will apply our algorithm for overall USA search results and for a single state. 

Both cases, we will expect the same result. In this case we have considered 2020 search results as 

target dataset and 2018 search results as background dataset. We know the summer season is 

between June and March, the normal flu season is other months. We will observe variances of 

those symptoms in summer season and in normal flu season. 

Before March 2020 people were not searching COVID-19 symptoms at summer season. People 

were searching more about those symptoms at summer season after the outbreak of corona virus 

after March 2020. As people were affected with the corona virus, people did search those 

symptoms to understand about their health condition. If we apply our algorithm for overall USA 

data and individually on every state, the variance of COVID-19 symptoms will be higher at 

summer season. The serial of those 3 symptoms will appear in first second and third position of 

11 position for total 11 symptoms. In flu season, both diseases show these 11 symptoms. Before 

March 2020 and after March 2020, both flu seasons contain similar information of those 

symptoms. Variations of those symptoms will not maintain the order at normal flu season. 
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3.4.1 Symptoms strength for overall USA in June 

 

Figure 5: Coefficients for USA in June 2018 

This dataset represents single vector column of our right singular vector matrix for 11 

symptoms of COVID-19 and seasonal flu. All bar graph values are coefficients of 11 symptoms 

according to the principle singular value of our diagonal matrix of singular values. First three 

values are for COVID-19 symptoms of Ageusia, Shortness of Breath, and Anosmia. Values of 

coefficients of those three symptoms are higher than that of the rest other symptoms at summer 

season for overall USA. 
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3.4.2 Symptoms strength for overall USA in March 

 

Figure 6: Coefficients for USA in March 2018 

 

This dataset represents single vector column of our right singular vector matrix for 11 

symptoms of COVID-19 and seasonal flu. All bar graph values are coefficients of 11 symptoms 

according to the principle singular value of our diagonal matrix of singular values. First three 

values are for COVID-19 symptoms of Ageusia, Shortness of Breath, and Anosmia. We can see 

values of coefficients of those three symptoms are not only higher values at normal flu season for 

overall USA. 
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3.4.3 Symptoms strength for Florida in June 

 

Figure 7: Coefficients for Florida in June 2018 

This dataset represents single vector column of our right singular vector matrix for 11 

symptoms of COVID-19 and seasonal flu. All bar graph values are coefficients of 11 symptoms 

according to the principle singular value of our diagonal matrix of singular values. First three 

values are for COVID-19 symptoms of Ageusia, Shortness of Breath, and Anosmia. Values of 

coefficients of those three symptoms are higher than that of the rest other symptoms at summer 

season for the single state Florida. 
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3.4.4 Symptoms strength for Florida in March 

 

Figure 8: Coefficients for Florida in March 2018 

This dataset represents single vector column of our right singular vector matrix for 11 

symptoms of COVID-19 and seasonal flu. All bar graph values are coefficients of 11 symptoms 

according to the principle singular value of our diagonal matrix of singular values. First three 

values are for COVID-19 symptoms of Ageusia, Shortness of Breath, and Anosmia. We can see 

values of coefficients of those three symptoms are not only higher values at normal flu season for 

the single state Florida. 
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3.4.5 Symptoms list for 6 months for USA 

Table 4: Coefficients Position for USA in 2018 

 Serial of Symptoms 

June 2     1     3     5    10     4    11     9     8     6     7 

July 1     3     2     5     4     9     6    10     7    11     8 

August 3     1     2     5     4    10     7     6    11     9     8 

December 11     9    10     2     6     4     8     5     7     1     3 

January 7    11     6     8     9     4    10     5     2     1     3 

February 8     7    11     2     3     5     1     9     6     4    10 

 

We have applied our algorithm for overall USA dataset for 6 months period. The above list 

represents position of our 11 symptoms when background dataset is 2019 search result, and the 

target dataset is 2020 search result. All positions in the above list are ordered in highest to lowest 

from left to right. Numbers are for columns in which we have assigned our 11 symptoms. In list, 

1, 2 and 3 stands for symptoms Ageusia, Shortness of Breath, and Anosmia. June, July and 

August, these three months are summer season and December, January, February are normal flu 

season. Since the variance of COVID-19 symptoms are higher in summer season, these three 

symptoms have appeared in the 1st, 2nd, and 3rd position in the summer season. In normal flu 

season, the appearance of those symptoms does not maintain the order because their variances 

are not comparatively that much higher than that of other symptoms. 
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3.4.6 Symptoms list for 12 months for Florida 

Table 5: Coefficients Position for Florida in 2018 

 Serial of Symptoms 

June 1     3     2     5     4    10    11     9     6     8     7 

July 1     3     2     5     4     6     9    11    10     7     8 

August 1     3     2     5     4     9    11     7    10     6     8 

December 11     9     6     2    10     4     5     1     3     8     7 

January 7     8     6     4     9    11    10     5     2     1     3 

February 7    11     4     8     6     9     2     5     3     1    10 

 

We have applied our algorithm for a particular state Florida dataset for 6 months period. 

The above list represents position of our 11 symptoms when background dataset is 2019 search 

result, and the target dataset is 2020 search result. All positions in the above list are ordered in 

highest to lowest from left to right. Numbers are for columns in which we have assigned our 11 

symptoms. In list, 1, 2 and 3 stands for symptoms Ageusia, Shortness of Breath, and Anosmia. 

June, July and August, these three months are summer season and December, January, February 

are normal flu season. Since the variance of COVID-19 symptoms are higher in summer season, 

these three symptoms have appeared in the 1st, 2nd, and 3rd position in the summer season. In 

normal flu season, the appearance of those symptoms does not maintain the order because their 

variances are not comparatively that much higher than that of other symptoms. 
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3.5 Results for target data 2019 and background data 2020 

In this case we will alter background and target datasets. We will consider 2020 search 

result as background datasets and 2019 search results as target datasets. So, background dataset 

will contain higher information for corona virus symptoms. And the searching frequency for 

corona virus symptoms will be less visible in target dataset. When we had considered 2020 search 

result as target dataset and 2019 search result as background dataset, variations of COVID-19 

symptoms were higher than that of rest symptoms. But for this case the variation will not maintain 

the order. We will apply our algorithm for overall USA search results and for a single state. Both 

cases, we will expect the same result. We know the summer season is between June and March, 

the normal flu season is other months. We will observe variances of those symptoms in summer 

season and in normal flu season. 

If we apply our algorithm in this way, we will not be able to extract meaningful 

information from the output. Though we will not get meaningful information after implementing 

this experiment, but we are testing because of verification that our algorithm is properly working. 

We will apply our algorithm for summer season only here. We will see results for overall USA 

data and for a single state. The variation of those corona virus symptoms will not maintain the 

order both cases. 
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3.5.1 Symptoms strength for overall USA in June 

 

Figure 9: Coefficients for USA in June 2020 

This dataset represents single vector column of our right singular vector matrix for 11 

symptoms of COVID-19 and seasonal flu. All bar graph values are coefficients of 11 symptoms 

according to the principle singular value of our diagonal matrix of singular values. First three 

values are for COVID-19 symptoms of Ageusia, Shortness of Breath, and Anosmia. We can see 
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values of coefficients of those three symptoms are not only higher values at normal flu season for 

overall USA. 

3.5.2 Symptoms strength for Florida in June 

 

Figure 10: Coefficients for Florida in June 2020 

This dataset represents single vector column of our right singular vector matrix for 11 

symptoms of COVID-19 and seasonal flu. All bar graph values are coefficients of 11 symptoms 

according to the principle singular value of our diagonal matrix of singular values. First three 

values are for COVID-19 symptoms of Ageusia, Shortness of Breath, and Anosmia. We can see 

values of coefficients of those three symptoms are not only higher values at normal flu season for 

the single state Florida. 
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3.6 Results for target data 2018 and background data 2020 

In this case we will alter background and target datasets. We will consider 2020 search 

result as background datasets and 2018 search results as target datasets. So, background dataset 

will contain higher information for corona virus symptoms. And the searching frequency for 

corona virus symptoms will be less visible in target dataset. When we had considered 2020 search 

result as target dataset and 2018search result as background dataset, variations of COVID-19 

symptoms were higher than that of rest symptoms. But for this case the variation will not maintain 

the order. We will apply our algorithm for overall USA search results and for a single state. Both 

cases, we will expect the same result. We know the summer season is between June and March, 

the normal flu season is other months. We will observe variances of those symptoms in summer 

season and in normal flu season. 

If we apply our algorithm in this way, we will not be able to extract meaningful 

information from the output. Though we will not get meaningful information after implementing 

this experiment, but we are testing because of verification that our algorithm is properly working. 

We will apply our algorithm for summer season only here. We will see results for overall USA 

data and for a single state. The variation of those corona virus symptoms will not maintain the 

order both cases. 
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3.6.1 Symptoms strength for overall USA in June 

 

Figure 11: Coefficients for USA in June 2020 

This dataset represents single vector column of our right singular vector matrix for 11 

symptoms of COVID-19 and seasonal flu. All bar graph values are coefficients of 11 symptoms 

according to the principle singular value of our diagonal matrix of singular values. First three 

values are for COVID-19 symptoms of Ageusia, Shortness of Breath, and Anosmia. We can see 

values of coefficients of those three symptoms are not only higher values at normal flu season for 

overall USA. 
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3.6.2 Symptoms strength for Florida in June 

 

Figure 12: Coefficients for Florida in June 2020 

This dataset represents single vector column of our right singular vector matrix for 11 

symptoms of COVID-19 and seasonal flu. All bar graph values are coefficients of 11 symptoms 

according to the principle singular value of our diagonal matrix of singular values. First three 

values are for COVID-19 symptoms of Ageusia, Shortness of Breath, and Anosmia. We can see 

values of coefficients of those three symptoms are not only higher values at normal flu season for 

the single state Florida. 
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CHAPTER IV 

 

SUMMARY AND CONCLUSION 

 

 We have developed an algorithm considering mathematical concepts of different types of 

matrix factorization techniques. These principles, we have briefly described in our literature 

review section. We have applied this algorithm on online open-source search result of different 

illness symptoms to find out discriminative information between COVID-19 and seasonal flu 

symptoms. Before applying our algorithm, we have considered two assumption from visualizing 

target and background datasets. The first assumption is that target dataset contains higher 

frequency of search results for corona virus symptoms at summer season than that of background 

datasets. The variation of COVID-19 symptoms will be higher in summer season not only on the 

overall search result for USA but also for search results of a single state. The second assumption 

is that both diseases demonstrate those 11 symptoms in the normal flu season. Coefficients of 

those symptoms will maintain the order in normal flu season. 

 

 We have applied our algorithm for three cases. In first case, we have considered 2020 

search result for target dataset and 2019 search result as background dataset. In second case, we 

also have considered 2020 search result as target dataset, but the background dataset is now 2018 

search result. In third case, we have altered the order of our datasets. We have considered 2018 

or 2019 search result as target dataset and the 2020 search result as background dataset. 
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 We have got our desired output for three cases. Variations of COVID-19 symptoms were 

higher in summer season for first two cases. In flu season symptoms do not maintain the order 

what we have expected before applying our algorithm. We also have got desired result in case of 

third case. Variations of those symptoms do not maintain order here. We have seen these three 

symptoms have taken first three position at summer season. 
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